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Abstract: - In this paper, we present a video saliency detection method by spatio-temporal sampling and sparse 
matrix decomposition. In the method, we sample the input video sequence into three planes: X-T slice plane, Y-
T slice plane, and X-Y slice plane. Then, motion saliency map is extracted from the X-T and Y-T slices, and 
static saliency map is extracted from the X-Y slices by low-rank matrix decomposition. Finally, these maps are 
retransformed into the X-Y image domain and combined with central bias prior to obtain the video saliency 
maps. Extensive results on ASCMN dataset demonstrate that the proposed video saliency model can achieve 
higher subjective and objective performances. 
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1 Introduction 
Visual attention plays an important role in various 
visual applications by allocating the limited 
computational resources to those perceptually 
significant regions. Through detecting saliency map, 
we can assign relatively high saliency values to 
those perceptually significant regions while low 
saliency values to the other regions. The existing 
saliency methods can be classified into two 
categories: eye-fixation prediction and salient object 
detection. Currently, salient object detection models 
are widely applied in various computer vision and 
image processing tasks, such as object tracking [1], 
image/video segmentation [2], image/video quality 
assessment [3], content-aware compression [4], and 
image/video retargeting [5].  
     The state-of-the-art saliency detection models 
can be categorized into two groups: top-down and 
bottom-up models. Numerous researches have been 
conducted on this aspect and many bottom-up 
saliency detection models were developed [6-14]. 
Compared with image saliency detection, video 
saliency detection is much more challenging in the 
detection and utilization of temporal and motion 
information. More video saliency detection methods 
try to combine spatial and temporal cues [15-25]. As 
an effective way for motion saliency detection, the 
solutions for separating foreground objects from 
backgrounds have been proposed [26].   

In this paper, we proposed a novel video saliency 
detection method by spatio-temporal sampling and 

sparse matrix decomposition. In the method, the 
input video sequence is first sampled into three 
planes: X-T slice plane, Y-T slice plane, and X-Y 
slice plane. Then, motion saliency map is extracted 
from the X-T and Y-T slices, and static saliency 
map is extracted from the X-Y slices. Finally, these 
maps are retransformed into the X-Y image domain 
and combined with central bias prior to obtain the 
final video saliency maps. Subjective and objective 
results on ASCMN dataset demonstrate that the 
proposed saliency model can achieve a consistently 
higher saliency detection performance than the 
state-of-the-art saliency models.  

The rest of this paper is organized as follows. 
Section 2 reviews the relevant works in saliency 
detection. Section 3 describes the proposed video 
salient detection model. Experimental results are 
presented and analyzed in Section 4, and the 
conclusions are drawn in Section 5 
 
2 Related work 
In the past decades, numerous saliency detection 
models have been proposed to highlight the salient 
objects based on various low-level and high-level 
properties. The most representative work is the 
biologically plausible saliency detection model 
proposed by Itti et al., in which various simple low-
level feature (e.g., color, intensity and orientation) 
are integrated using center-surround mechanism [6]. 
Inspired by Itti’s model, various bottom-up saliency 
detection models were devised. Hou et al. [7] 
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proposed a Fourier spectrum residual analysis to 
detect salient regions based on the log magnitude 
spectrum representation of image. Cheng et al. [8] 
segment the input image into sub-regions, and 
calculate the saliency for each region by comparing 
global region contrast to all other regions in the 
image. Harel et al. [9] proposed a Graph-based 
algorithm by redefining the edge weights based on 
the feature dissimilarity and the spatial proximity 
between the two connected nodes. Achanta et al. 
[10] computed the conspicuity likelihood of each 
pixel based on its color contrast over the whole 
image. Erdem et al. [11] constructed covariance 
matrix for saliency estimation by incorporating low-
level features. Margolin et al. [12] integrated both 
pattern and color distinctiveness for salient object 
detection. Many other models can be found in [13-
14]. 

Recently, various video saliency detection 
models have been proposed, which is important to 
consider the inherent temporal information in 
addition to the spatial features. Some methods 
[15,16] perform saliency detection between two 
consecutive frames and take difference between 
frames as motion feature. Optical flow is the most 
widely used motion detection methods [17,18]. In 
some compressed domain video saliency detection 
models [19,20], the motion feature is extracted from 
motion vectors at the decoder. Other methods utilize 
the spatio-temporal information across frames 

without explicit motion extraction. Cui et al. [21] 
directly applied the spectrum residual analysis to the 
X-T plane and Y-T plane. Video saliency is also 
related to background subtraction. Gaussian mixture 
models can also be used to detect saliency [22]. 
Mahadevan et al. [23] took spatio-temporal video 
patches as dynamic textures and produced a saliency 
map by classifying non-salient points as 
background. Many other models can be found in 
[24-25]. 

To our knowledge, although a number of reports 
[15-25] has been appeared in video saliency 
detection, how to extract the temporal information 
and how to combine spatial and temporal cues 
effectively still remains not fully investigated. In 
this paper, we try to tackle the issue by spatio-
temporal sampling and sparse matrix decomposition. 
 
3 Proposed video saliency detection 
method 
Fig.1 presents the framework of the proposed video 
saliency detection model. For an input video 
sequence, it is first sampled into three planes: X-T 
slice plane, Y-T slice plane, and X-Y slice plane. 
The produced slices contained different visual cues 
for saliency detection, e.g., the X-T and Y-T slices 
produce temporal saliency maps, and X-Y slice 
produce spatial saliency maps. After calculating the 
saliency maps in the different planes, these maps are 

 
Fig.1. Framework of the proposed video saliency detection model. 
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retransformed into the X-Y image domain and 
combined with central bias prior. The important 
features of the proposed video saliency detection 
model are that: low-rank matrix decomposition is 
used to recover the background and motion 
information from the slices. 

 
3.1 Motion saliency extraction 
The motion feature is extracted by sampling spatio-
temporal slices (X-T and Y-T slices) from a pixel 
volume (X-Y-T), which is obtained by stacking T 
input frames. After this step, three stacks of 2D 
plane images are available: the X-Y stack with T 
slices (to be analyzed in the next subsection), the X-
T stack with Y slices, and the Y-T stack with X 
slices. The sampled temporal slices (X-T and Y-T) 
contain enough motion behavior of objects, such as 
moving in the horizontal or vertical direction. As an 
example, the 3D volume and the resultant slices are 
shown in Fig.2. It is obvious that the moving objects 
appeared in the X-T and Y-T slices are intuitive.  

In order to extract motion cues from the X-T and 
Y-T slices, the most direct means is to separate the 
moving objects from the slices (as done in region-
based visual attention [27]). Observed from 
Figs.2(c) and (d), static background produces 
straight lines in the X-T and Y-T slices, while the 
moving object produces a motion signature. Since 
our aim is to separate the moving objects from these 
backgrounds, low-rank matrix decomposition is an 
effective way to recover the backgrounds, and thus 
separate the moving objects from backgrounds, 
which assumes that the background pixels generally 
demonstrate similar appearance.  

We give a short overview of the low-rank matrix 
decomposition. For a feature matrix n m×∈A  , it can 
be decomposed into two parts, a low-rank matrix D 
and a sparse one E 

= +A D E                                                           (1) 

Applying this model to saliency detection, the 
background is naturally represented by low-rank 
matrix D, and moving the objects might be captured 
by the sparse matrix E.  

To recover the matrix D and E, the above 
problem can be formulated by [28] 

0( , ) min   ( )
                       . . = +

rank
s t

λ∗ ∗ = +D E D E
A D E

                         (2) 

where λ is a coefficient to balance D and E, 
and 0⋅ indicates l0-norm. However, such problem is 
intractable as the matrix rank and l0-norm are not 
convex. Thus, the problem is resolved through 
another way 

* 1( , ) min   
                       . . = +s t

λ∗ ∗ = +D E D E
A D E

                               (3) 

where *⋅ is the nuclear norm of matrix D (the sum 
of singular values of D), and 1⋅ indicates l1-norm. 
The optimal matrices D* and E* can be obtained by 
solving the above formulation via alternative 
iterations. More detail about the low-rank sparse 
matrix decomposition can be found in [28]. 

Based on the above formulation, each X-T and 
Y-T slice S is decomposed respectively as 

* 1( , ) min   
                       . . = +s t

λ∗ ∗ = +B M B M
S B M

                             (4) 

The above process is repeated for each slice. 
Then, the Y motion matrices of X-T slices and X 
motion matrices of Y-T slices are grouped into 3D 
volumes (X-Y-T), respectively, i.e., X T−V and Y T−V , 
and then integrated into a 3D volume as 

( )X T Y Tnorm − −⋅∗V V , where ‘ ⋅∗ ’ is the element-wise 
product operator, and ( )norm ⋅ denotes normalization 
processing. The final temporal saliency maps are 
obtained by sampling the 3D volume in X-Y image 
domain. Figs.3(a) and (b) show the motion saliency 
detection results on the temporal slices in Figs.2(c) 

 

Fig.2. Examples of 3D volume and the resultant slices: (a) 3D volume of the input frames; (b) X-Y slice; (c) 
X-T slice; (d) Y-T slice. 
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and (d), respectively (To favor display, the contrast 
of the maps is adjusted.). As shown in the figure, the 
proposed method can precisely capture the motion.  

 

 
(a) X-T slice 

 
(b) Y-T slice 

Fig.3. Example of motion saliency detection on a 
temporal slice. 

 
3.2 Static saliency extraction 
The most important operation in image saliency 
detection is to integrate different features or priors 
to detect saliency. For the X-Y slices, some 
common used low-level features (e.g., color, texture 
and spatial features) are extracted. For simplicity, 
the color features are represented by 3 components 
in CIELab color space, the texture features are 
represented by Gabor filter responses with 3 scales 
and 12 orientations, and the spatial features are 
represented by horizontal and vertical locations. 
Then, all these features are formed a 41 dimensional 
feature vector for each pixel, which captures color, 
texture and spatial information that are most 
common low-level visual features.  

Then, we select these extracted features to over-
segment the X-Y plane slice so that the non-salient 
background regions can also contain multiple 

segments (to increase background prior). We 
advocate superpixels as basic units in saliency 
detection. Given an input image, we employ SLIC 
segmentation algorithm [29] to extract superpixels, 
which generates superpixels by clustering pixels 
based on their feature similarity. In the experiment, 
the number of superpixels is set to 200. The image 
accordingly is decomposed into N superpixels 

1, ,{ }i i Np = 

, where N is the number of superpixels. 
For each superpixel pi, let 1d

i
×∈f   be the mean 

feature vector of the superpixel, where d is the 
dimension of feature description. The X-Y slice is 
represented by a matrix [ ]1 2, , , d N

N
×= ∈F f f f  . 

Similar as in Eq.(4), we decompose the feature 
matrix F into a low-rank matrix and a sparse one  

* 1( , ) min   
                       . . = +s t

λ∗ ∗ = +U E U E
F U E

                               (5) 

With the optimal sparse matrix E*, the saliency 
value of the superpixel is given by the l1-norm.  

*

1i is = e                                                            (6) 

where *
ie is the feature vector of the superpixel in the 

sparse matrix E*. The saliency value si represents the 
probability of the superpixel belonging to an object, 
i.e., larger value for higher probability, and vice 
versa. Finally, the saliency map of the X-Y slice is 
generated by assigning the saliency value for all 
pixels in the superpixel. See Fig.4 as example, 
superpixel segmentation can generate regular-sized 
regions with better boundary contour, and the 
proposed method can produce higher saliency along 
the edges of the object.  

    

    
(a)                                      (b)                                     (c)                                     (d) 

Fig.4. Examples of saliency detection: (a) Original image; (b) superpixel segmentation result, (c) ground 
truth mask, and (d) the final saliency map. 
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3.3 Combining with central bias 
By integrating the above motion and static saliency 
maps (to reflect temporal and spatial visual cues), 
the final saliency for each pixel (x,y) is defined as 

, ( ,( ) ),) (motion staticx y x ya yS S S xl = ⋅                     (7) 
Based on the results of the literatures and 

subjective experiments, the viewers tend to focus on 
the central fixation location than other locations. 
That is, pixels located near to the center may 
provide more information than the other pixels, thus 
becoming more salient. In this paper, central bias is 
modeled by 2D Gaussian with the strong central 
fixation distribution on the center and then spreads 
to the neighbors 

2 2

2 2

( ) ( )( , ) exp
2 2

c c

x y

x x y yCB x y
σ σ

  − − = − +      
          (8) 

where (xc, yc) is the center of the image, σx
2 and σy

2 
are the variance along the two directions 
respectively. In the experiment, σx

2 is set to 0.5Wim 
and σy

2 is set to 0.5Him. 
 
4 Experimental results and analyses 
In order to evaluate the performance of the proposed 
video saliency detection model, we conduct 
experiments on commonly used ASCMN dataset 
[30]: it contains 24 videos (5 classes: Abnormal, 
Surveillance, Crowd, Moving, Noise), together with 
eye tracking data from 13 viewers. For similarity 
measures, we use the Normalized Scanpath Saliency 
(NSS), and the area under the Receiver Operating 
Characteristics Curve (AUC-ROC). These measures 

have been designed to use fixations. We compare 
our method with two methods: Self-Resemblance 
model (SR) [31], and Bayesian Surprise model (BS) 
[32]. For the existing methods, we use the source 
codes or executable codes provided by the authors.  

Subjective comparison of the proposed method 
with the state-of-the-art methods are shown in Fig.5. 
The original 100-th images with ground-truth 
fixation data are shown in Figs.5(a)-(b), while the 
results of the two state-of-the-art methods are 
presented in Figs.5(c)-(d). The spatial and temporal 
saliency maps obtained by the proposed method are 
given in Figs.5(e)-(f), and the final combination is 
given in Fig.5(g). From the results of SR and BS in 
Figs.4(c) and (d), we find that for those uncertain 
motion regions, these two methods cannot perform 
well (deviate from the correct fixations), while the 
proposed method can correctly locate the fixations 
in video (marked by red circles in the figures).  

We also accomplish an objective comparison by 
measuring the effectiveness of the extracted saliency 
maps from different methods with the ground-truth 
fixation data as criterion. Table.1 shows the AUC-
ROC and NSS values for different saliency 
detection models. From Table.1, we can see that the 
AUC-ROC and NSS values of the proposed model 
are larger than those of SR [31] and BS [32], and 
thus the performance of the proposed model is the 
best among these compared models. Since the 
proposed model considers both spatial and temporal 
cues for saliency calculation, it achieves better 
performance than others. 

       
 

       
 

       
 

       
(a) Original    (b) Fixation     (c) SR [30]       (d) BS [31]      (e) Spatial     (f) Temporal    (g) Proposed 

Fig.5. Comparison of saliency maps from different models. 
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We also investigate the performance of another 
fusion strategy (i.e., additive combination) for video 
saliency detection. Fig.6 shows the saliency maps 
combining with additive fusion strategy for the 
same test images in Fig.5. The weight between 
temporal and spatial saliency is obtained by optimal 
training. We can see that the additive combination 
strategy cannot get good performance. Since the 
distributions of temporal and spatial saliency maps 
are somewhat different, the additive combination 
cannot suppress each other.  

However, the proposed method has the following 
limitations: 1) the salient motion regions are not 
very prominent in some video sequences, because 
the assumption of background in low-rank matrix 
decomposition may be not appropriate; 2) the 
computation complexity of the proposed method is 
somewhat high, because videos should be resampled 
first and retransformed. These limitations should be 
properly considered in the future work.  

 
5 Conclusion 
In this paper, we presented a novel video saliency 
detection method by spatio-temporal sampling and 
sparse matrix decomposition. The main features of 
the proposed method are that: (1) we sample the 
input video sequence into three planes: X-T slice 
plane, Y-T slice plane, and X-Y slice plane; (2) we 
use sparse matrix decomposition to recover the 
background and motion features from the slices; (3) 
motion and static saliency maps are multiplicatively 
combined with central bias prior. Experimental 
results show the effectiveness of the proposed 
method.  

Although the proposed scheme exhibit good 
performance in saliency detection, some aspects still 
deserve further research and improvement: 1) the 
connectivity of foreground and background should 
be further considered; 2) more low-level and high-

level feature cues should be incorporated; 3) 
computational complexity should be an important 
indictor of the proposed method. 
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