Feature coding for image classification based on saliency detection and fuzzy reasoning and its application in elevator videos
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Abstract: Feature coding is an fundamental step in bag-of-words based model for image classification and have drawn increasing attention in recent works. However, there still exits ambiguity problem, and it is also sensitiveness to unusual features. To improve the stability and robustness, we introduce saliency detection and fuzzy reasoning rules to propose an novel coding scheme. In detail, saliency maps generated by saliency detection are first used to divide each image into salient and non-salient region, then a structured dictionary is obtained by combing two separated codebooks in them. Secondly, fuzzy reasoning rules are introduced to choose the most salient and stable codewords to encode. Finally, saliency maps are incorporated into pooling operation named saliency based spatial pooling to introduce spatial information. Experiments on several datasets demonstrate our approach outperforms all other coding methods in image classification. Furthermore, we also apply it into elevator video event classification, which shows the potential application in intelligent elevator video surveillance, such as overload detection, violence detection, video summarization.
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1 Introduction
Automatic image classification is one of the most fundamental problems in computer vision and pattern recognition, whose aim is to assign one or more category labels to an image. It has drawn increasing attention from the researchers around the world due to its widespread prospects in a wide range of applications, e.g., image retrieval [1, 36], video retrieval [2], video surveillance [3], human-computer interaction [4], web content analysis [5], and biomedical [6, 37]. There are many approaches proposed for image classification in the literatures. Among them, the bag-of-words (BOW) model [7] and its extensions [8] achieve the state-of-the-art performance in several famous databases, such as Caltech 101 [9], Scenes 15 [10], Caltech 256 [11], and PASCAL VOC [12].

The BOW quantizes local descriptors into discrete visual codewords and counts their occurrence frequencies in the entire image. Then the resulting histogram is used as the image representation. Fig. 1 shows the general framework of the BOW model. It usually comprises of the following common steps: (1) Feature extraction. It extracts images’ local features by detectors or dense sampling and then calculates their descriptors, such as Harris detector [13], affine invariant salient region detector [14], SIFT (Scale-Invariant Feature Transform) [15] descriptor, HOG (Histogram of Oriented Gradient) [16] descriptor. (2) Codebook generation. After obtained local descriptors, a codebook is usually needed to represent them. It is typically generated by clustering (e.g., K-means [17]) over a subset of descriptors, which is randomly sampled from all descriptors in database in real application for computational efficiency. (3) Feature coding and pooling. In this step, each local descriptor first activates a number of codewords, and generate a coding vector. Then, all responses on each codeword are integrated into one value by feature pooling. Various coding and pooling strategies will be described in detail in Section 2. The output of this step is a vector whose length is equal to the size of the codebook, namely the final image representation. (4) Classification. Finally, the image representation vectors are sent to a classifier, such as SVM (Support Vector Machine) [18-19] for classification.

Among these steps, feature coding and pooling is the fundamental component, which will greatly influences image classification in terms of both
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accuracy and computation cost [20]. Thus, it has drawn increasing attention in recent works, and various good strategies have been proposed in the literatures. Hard assignment (HA) [7-8] is the original coding method in BOW, which assigns descriptors to just one codeword nearest to it. Although is simple, it yields high quantization error. Then, soft assignment (SA) [21] is developed, wherein each descriptor is represented by all the codewords according to their Euclidean distances in Gaussian function. To further improve it, localized soft assignment coding (LSAC) [22] was proposed by introducing locality constraint. Sparse coding (SC) [23] is another novel method to reduce quantization error, which is realized by reconstructing descriptors plus a sparse constraint to the codes. However, it is non-consistent and time consuming. Then, locality-constrained linear coding (LLC) [24] was proposed by incorporating locality constraint into the objective function to encourage similar descriptors have similar codes. While Gao et al. [25] proposed Laplacian sparse coding (LSC) to preserve the consistence of coding. However, it is computationally infeasible. In order to meet the applications of large scale image classification, high dimensional schemes have been proposed, such as Fisher kernel coding (FKC) [26] and super vector coding (SVC) [27]. It usually needs a large quantity of memory. Huang et al. [28] found that saliency is one of the fundamental characteristics of feature coding when combining with Max-pooling and then proposed saliency-based coding (SaC), which uses the local similarities between bases to obtain a nonlinear global similarity measure between local descriptor and bases. To improve it, Wu et al. [29] further proposed group salient coding (GSC), wherein the latent structure information of a codebook is explored by grouping neighboring codewords into a group-code. Recently, a novel approach called local similarity global coding (LSGC) [30] was proposed, which uses the local similarities between bases to obtain a nonlinear global similarity measure between local descriptor and bases.

From the above arguments, we can see that there are still some limitations haven’t been well solved in previous works. We summarize it in Table 1. In this paper, we propose a coding and pooling scheme with low quantization, non-consistency, computational cost, ambiguity, though introducing saliency detection and fuzzy reasoning rules, which called fuzzy reasoning based salient coding (FRSC). In detail, saliency detection are used to generate saliency maps which are used to divide image into salient and non-salient region, and then combine two separated codebook clustered in them to produce a structured dictionary. Then, fuzzy reasoning rules are introduced to select the most salient and stable codewords to encode. By using it, the underlying manifold structure of descriptors can be well captured. Finally, saliency maps are used again to locate the interest object, which can be used to spatial pooling to incorporate spatial information. Thus, our new improved BOW model can be obtained by combing the above together.

The remainder of this paper is organized as follows. In Section 2, we briefly analyze various coding and pooling schemes. Section 3 presents our coding and pooling approach. Then experimental results on the Caltech101, Scenes 15, and UIUC Sport databases are provided in Section 4. Finally in Section 5, conclusions are drawn, some future work and applications are discussed.

2 Related Work

In this section, we briefly review commonly used coding and pooling schemes. Let $x_i$ ($x_i \in \mathbb{R}^d$) be a $d$-dimensional descriptor, $B_{d \times M} = (b_1, b_2, \ldots, b_M)$ be a codebook with $M$ cluster centers, and $u_i$ ($u_i \in \mathbb{R}^d$) be the coding coefficient vector of $x_i$, e.g., $u_{ij}$ be the response of $x_i$ on codeword $b_j$.

**Hard assignment coding:** For a local descriptor $x_i$, only the closest codeword is used for coding, in which Euclidean distance is used.

$$
u_{i,j} = \begin{cases} 
1, & \text{If } j = \arg \min_{j=1,\ldots,M} \|x_i - b_j\|_2^2 \\
0, & \text{others}
\end{cases}$$

(1)

**Soft assignment coding:** Each local descriptor is encoded by multiple codewords using the kernel function of distance between descriptors and codewords, such as Gaussian function.

$$
u_{i,j} = \frac{\exp \left(-\beta \|x_i - b_j\|_2^2 \right)}{\sum_{k=1}^M \exp \left(-\beta \|x_i - b_k\|_2^2 \right)}$$

(2)
Table 1 Comparison of previous coding schemes. H: high, M: middle, L: low.

<table>
<thead>
<tr>
<th>Coding Scheme</th>
<th>Quantization error</th>
<th>Non-consistency</th>
<th>Computational cost</th>
<th>Ambiguity</th>
</tr>
</thead>
<tbody>
<tr>
<td>HA[8]</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>SA[21]</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>LSAC[22]</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>SC[23]</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>LLC[24]</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>LSC[25]</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>FKC[26]</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>SVIC[27]</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>SaC[28]</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>H</td>
</tr>
<tr>
<td>GSC[29]</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>LLC[30]</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>H</td>
</tr>
</tbody>
</table>

where $\beta$ is the smoothing factor controlling the softness of the assignment, and $m \in [1, n]$.

Localized soft assignment coding: It is an improved version of SA. Their difference is that SA encodes each descriptor across all the codewords while LSAC confines it to a local neighborhood around the coded descriptor.

$$u_{i,j} = \frac{\exp(-\beta \hat{d}(x_i, b_j))}{\sum_{l=1}^{L} \exp(-\beta \hat{d}(x_i, b_l))}$$  \hspace{1cm} (3)

$$\hat{d}(x_i, b_j) = \begin{cases} d(x_i, b_j), & \text{If } b_j \in N_K(x_i) \\ x_i, & \text{others} \end{cases}$$

Sparse coding: It is a reconstruction based coding, which uses sparse constraint to alleviate the quantization error. In detail, it represents a local descriptor by a linear combination of a sparse set of basis vectors by solving an $l_1$-norm regularized approximation problem, which can be solved by FS (Feature-sign search algorithm) [31] and LD (Lagrange dual) [31].

$$u_i = \arg \min \|x_i - Bu_i\|^2 + \lambda \|u_i\|$$ \hspace{1cm} (4)

where $\| \cdot \|_1$ denotes the $l_1$-norm.

Locality-constrained linear coding: Further study [32] found that the locality constraint is more important than the sparse constraint. Thus, LLC was proposed by introducing the locality constraint, which is obtained by minimizing the Euclidean distance between each descriptor and codewords.

$$u_i = \arg \min \|x_i - Bu_i\|^2 + \lambda \|d_i \odot u_i\|^2$$ \hspace{1cm} (5)

where $\odot$ denotes the Hadamard product.

$$d_i = \exp \left( \frac{\text{dist}(x_i, B)}{\sigma} \right)$$

Saliency coding: Its main idea is employing the difference between the closest codeword and the other $K-1$ closest codewords to reflect saliency. Thus, a local descriptor can be represented as:

$$\Psi(x_i, \tilde{b}_j) = 1 - \frac{1}{K-1} \sum_{k \neq j} \|x_i - \tilde{b}_k\|_2$$ \hspace{1cm} (7)

where $\tilde{b}_1, \tilde{b}_2, \ldots, \tilde{b}_K$ is the K closest codewords to $x_i$.

Group saliency coding: Hard assignment used in SaC is coarse for feature coding. Thus, group coding was introduced in GSC, whose main idea is calculating the saliency response of a group of codewords, and the response is fed back to all the codewords in the group, finally, the maximum of all responses are calculated according to different group sizes.

$$u_{i,j} = \begin{cases} \Phi^k(x_i), & \text{If } b_j \in g(x_i, K) \\ 0, & \text{others} \end{cases}$$ \hspace{1cm} (8)

where $\Phi^k(x_i) = \sum_{i=1}^{G-1-k} \left( \|x_i - \tilde{b}_{k+i}\|_2 - \|x_i - \tilde{b}_k\|_2 \right)$.
where $g(x_i, K)$ denotes the $K$ closest codewords of $x_i$, $G$ is the maximum group size.

A pooling operation is often needed to obtain an image-level representation when the coding responses of all local descriptors are calculated.

**Sum pooling:**

$$p_j = \sum_{i=1}^{q} u_{i,j}$$  \[(9)\]

**Average pooling:**

$$p_j = \frac{1}{q} \sum_{i=1}^{q} u_{i,j}$$  \[(10)\]

where $q$ is the total number of local descriptors in an image.

**Max pooling:**

$$p_j = \max_i u_{i,j}$$  \[(11)\]

The max pooling often gets better performance than sum and average pooling, such as in SC, LLC, SaC, GSC, LSAC. However, its mechanism has not been fully studied in the literature.

### 3 The Proposed Method

The main components of the proposed approach is composed of three parts: saliency detection based structured codebook generation, fuzzy reasoning based salient coding, and saliency detection based spatial pooling. The overview of the proposed method is shown in Fig.2. The details of these three aspects are presented as follows.

#### 3.1 Saliency detection based codebook generation

As we know, images are usually corrupted by noise and there are often more than one object in an image with different shapes and occlusions, even in the same class. Thus, researchers divide an image into two items which called the correlated (or common) part and the specific (or noisy) part respectively. And the both parts are more robust and discriminative for image classification because it captures complementary attributes in an image. Inspired by these observations, some low-rank based methods [32-33] are proposed. They use low-rank and spares techniques to decompose local features of an image or images within each class into a low-rank part and a sparse part, which represent homogeneity and diversity respectively. However, they are time consuming. In this paper, we use saliency map generated by saliency detection to decompose images into salient parts and non-salient parts. For computational efficiency, we use efficient saliency detection method in [34]. Then, we extract SIFT descriptors in both parts and cluster by K-means to get two codebooks. Finally, we combine them as a structured codebook to encode original descriptors. Experimental results show that the structured dictionary has comparable representation capability with low-rank based methods, which are presented in Section 4.

#### 3.2 Fuzzy reasoning based salient coding

Recently, saliency based coding methods get satisfactory results due to its efficiency and stable representation. However, they will lose their superiority in performance when codebook size is relatively large. Furthermore, they are also sensitiveness to unusual features, e.g., noisy features. Thus, we present a fuzzy reasoning based coding scheme to solve these problems in this paper.

In saliency based coding, the response of a local descriptor is reflected by saliency degree using $K$ closest codewords selected from the codebook. Then, only the maximum response is preserved while the low responses are suppressed in the later
maximum pooling operation. Therefore, we think that only those largest responses are the meaningful responses. Saliency is used to measure this character in the original saliency based coding. However, if all the $K$ closest codewords are near to the local descriptor, they have similar saliency value, it cannot reflect the saliency in this case, because all these $K$ closest codewords are needed to represent the local descriptor. Thus, we introduce fuzzy reasoning rules to reflect it.

First, we use $d_i$ to denote the Euclidean distance between the local descriptor and the $i$th closest codeword, and $s_i$ to denote the saliency value of each local descriptor on the $K$ closest codewords.

$$s_i = 1 - \frac{1}{K-1} \sum_{i=1}^{K} d_i$$

(12)

Take $K=5$ for example, we can define six fuzzy rules which are described as follows:

Rule-1: If $s_1$ is low, $s_2$ is low, $s_3$ is low, $s_4$ is low, and $s_5$ is low, then none of the $K$ closest codewords can represent the local descriptor independently.

Rule-2: If $s_1$ is high, $s_2$ is low, $s_3$ is low, $s_4$ is low, and $s_5$ is low, then only the closest codeword can represent the local descriptor independently.

Rule-3: If $s_1$ is high, $s_2$ is high, $s_3$ is low, $s_4$ is low, and $s_5$ is low, then the two closest codewords can represent the local descriptor stably.

Rule-4: If $s_1$ is high, $s_2$ is high, $s_3$ is high, $s_4$ is low, and $s_5$ is low, then the three closest codewords can represent the local descriptor stably.

Rule-5: If $s_1$ is high, $s_2$ is high, $s_3$ is high, $s_4$ is high, and $s_5$ is low, then the four closest codewords can represent the local descriptor stably.

Rule-6: If $s_1$ is high, $s_2$ is high, $s_3$ is high, $s_4$ is high, and $s_5$ is high, then all the five closest codewords can represent the local descriptor stably.

Low and high are fuzzy membership functions shown in Eq. 13 and Eq. 14. Both of them are trapezoid shapes and illustrated in Fig. 3.

$$\text{Low}(s) = \begin{cases} 
1, & s < a \\
\frac{s-b}{a-b}, & a \leq s < b \\
0, & s \geq b 
\end{cases}$$

(13)

$$\text{High}(s) = \begin{cases} 
\frac{s-a}{b-a}, & a \leq s < b \\
1, & s \geq b 
\end{cases}$$

(14)

Note that all the saliency values are normalized to 1 in this paper. And the two parameters $a$ and $b$ are usually set to 0.2 and 0.8 respectively. Then, let the fuzzy truth value $F$ be defined below:

$$F_1 = \text{Low}(s_1) \cdot \text{Low}(s_2) \cdot \text{Low}(s_3) \cdot \text{Low}(s_4) \cdot \text{Low}(s_5)$$

$$F_2 = \text{High}(s_1) \cdot \text{Low}(s_2) \cdot \text{Low}(s_3) \cdot \text{Low}(s_4) \cdot \text{Low}(s_5)$$

$$F_3 = \text{Low}(s_1) \cdot \text{High}(s_2) \cdot \text{Low}(s_3) \cdot \text{Low}(s_4) \cdot \text{Low}(s_5)$$

$$F_4 = \text{Low}(s_1) \cdot \text{Low}(s_2) \cdot \text{High}(s_3) \cdot \text{Low}(s_4) \cdot \text{Low}(s_5)$$

$$F_5 = \text{Low}(s_1) \cdot \text{Low}(s_2) \cdot \text{Low}(s_3) \cdot \text{High}(s_4) \cdot \text{Low}(s_5)$$

$$F_6 = \text{Low}(s_1) \cdot \text{Low}(s_2) \cdot \text{Low}(s_3) \cdot \text{Low}(s_4) \cdot \text{High}(s_5)$$

where product inference engine [35] is used to realize the fuzzy reasoning. After all the fuzzy truth values obtained, we can determine which codewords can be used to encode by the largest fuzzy truth value. Then, the previous coding schemes can be used to encode, here, the SaC is adopted for efficiency. Thus, our FRSC can be defined by:

Case-1:

If $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_2$

$\text{FRSC} = \{c_1, 0, 0, 0, 0\}$

Case-2:

If $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_3$

$\text{FRSC} = \{c_1, c_2, 0, 0, 0\}$

Case-3:

If $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_4$

$\text{FRSC} = \{c_1, c_2, c_3, 0, 0\}$

Case-4:

If $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_5$

$\text{FRSC} = \{c_1, c_2, c_3, c_4, 0\}$

Case-5:

If $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_1$

or $\max \{F_1, F_2, F_3, F_4, F_5, F_6\} = F_6$

$\text{FRSC} = \{c_1, c_2, c_3, c_4, c_5\}$

$c_i = \text{High}(s_i)$
3.3 Saliency detection based spatial pooling

Current state-of-the-art image classification systems are usually using spatial pyramid matching (SPM) to incorporate the spatial information, in which pools low-level image features over pre-defined coarse spatial bins, such as three levels of $1\times2$, $2\times2$, and $4\times4$. In this paper, we propose a saliency detection based spatial pooling (SSP) approach for image classification. In contrast to SPM pooling, our SSP first extracts the interest object in an image by saliency detection in [34], then pools the coding responses obtained in the previous subsection separately in the salient region (interest object) and the non-salient region (background) to form the image-level representation with spatial information, which is shown in Fig.4. Obviously, our SSP tends to produce more consistent image representation than SPM pooling.

4 Experimental Result

This experiment aims to verify that i) the structured dictionary can improve the classification performance; ii) the proposed fuzzy reasoning based salient coding can produce comparable or even better performance than LLC, GSC, LSC, which are wildly used or the state-of-the-art; iii) the proposed SSP can perform better than SPM. We choose LLC, SaC, GSC, and LSAC for comparison. Note that all of them are efficient coding schemes. The following three datasets are used for test: Caltech 101, Scenes 15, and UIUC Sport. Some example images of these three datasets are shown in Fig.5. We first study the
Caltech 101: cup

Caltech 101: wild cat

Scenes 15: suburb

Scenes 15: office

UIUC Sport: croquet

UIUC Sport: sailing

Fig. 5 Some example images of the test datasets.
Fig. 6 Comparison between (a) original codebook and structured codebook in different coding schemes; (b) SPM and SSP under different coding methods with the original codebook.

Fig. 7 Performance comparison of various coding strategies (a) under different codebook size with original codebook and SPM on the Caltech 101 dataset; (b) under different codebook size with structured dictionary and SSP on the Scenes 15 dataset; (c) under different codebook size with structured dictionary and SSP on the UIUC Sport dataset.

The proposed method in the Caltech 101 dataset with an in-depth analysis, including different codebook, coding and spatial pooling, and then combine them together in the other datasets. For fair comparison, all the tested coding methods are implemented in a unified framework. Thus, the consistency of all the configurations other than the coding part can be guaranteed. In our framework, SIFT descriptor is extracted from images on a grid with step size of 6 pixels under $16 \times 16$ scale. Codebook is generated by standard K-means clustering, wherein the subset of descriptors used for clustering is randomly sampled from all descriptors in the database. Lib-linear SVM is adopted for efficient classification, wherein the penalty coefficient is set to 1 as most methods did. As the other methods did, we repeat the experiment 10 times with different training and testing sets, then report the average accuracy and the standard deviation as the results. All the tests are conducted in a computer with an Intel Core 2 Duo 1.83 GHz CPU and 2GB RAM.

4.1 Results on the three datasets

Caltech 101: This is wildly used dataset with 9,144 images in 102 classes including a background class, which contains animals, vehicles, flowers, etc., and
with high intra-class appearance shape variability. Each category contains images from 31 to 800. The average image resolution is 300×300 pixels. In this dataset, codebook size is set as 1024 when comparing different part. Fig.6(a) shows the performance of different coding schemes with original codebook and structured codebook respectively. As shown, the structured codebook is slightly better than the original codebook. The classification performance between SSP and SPM under different coding methods with original codebook is shown in Fig.6(b), in which we also find that our SSP is slightly better than SPM. Then we show the results of various coding strategies under different codebook size with original codebook and SPM in Fig.7(a). The proposed FRSC almost performs the same with LSAC, but outperforms the other three coding schemes. We further make a comparison on the computation cost, which is shown in Table 2. We can see that the proposed FRSC is slightly faster than LSAC.

Table 2 Computation cost on Caltech 101 per image.

<table>
<thead>
<tr>
<th>Method</th>
<th>LLC</th>
<th>SaC</th>
<th>GSC</th>
<th>LSAC</th>
<th>FRSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ms</td>
<td>103</td>
<td>5</td>
<td>32.6</td>
<td>14.2</td>
<td>11.9</td>
</tr>
</tbody>
</table>

**Scenes 15:** It is a natural scene dataset including 4,485 images fallen into 15 scene categories, the number of image per class ranges from 200 to 400. It contains bedroom, suburb, industrial, kitchen, living room, coast, forest, highway, inside city, mountain, open country, street, tall building, office, and store. Following the standard setting, 100 images per class are used for training and the rest for testing. Combing our structured codebook, fuzzy reasoning coding, and SSP together, classification accuracy under different codebook size is compared in Fig.7(b). As seen, our FRSC is slightly better than LSAC when with large (2048) codebook size, and outperforms the others.

**UIUC Sport:** It is a sport event dataset, which contains 8 categories including badminton, bocce, croquet, polo, rock climbing, rowing, sailing, and snowboarding. It contains 1792 images and the size of each class varies from 137 to 250. The image resolution is higher than the above two datasets. We randomly choose 70 images for training and the remainder for testing. Comparison results are shown in Fig.7(c). Again, the proposed FRSC gets best performance, although it still obtains similar result with LSAC.

**4.2 Application in elevator videos**

Video event classification is also an important computer vision problem. In this paper, we further extend our FRSC into event classification in elevator video. We first select some videos from elevator, including empty, full loading, violence. Some example video frames are shown in Fig.8. Each video event contains 120 frames. In our experiment, half of the frames in each video are used for training and the other half for testing. SIFT descriptors are extracted for each frame on a dense grid, every 4 pixels and for 5 scale levels. To incorporate spatial information, the linear version of SPM kernel with three levels of 1×1, 2×2, and 4×4 is adopted. Codebook size is set to 256, which is produced by k-means. Finally, Lib-linear SVM is adopted for event classification. The classification results are shown in Table 3. As seen, our FRSC based method achieves good performance in such simple video events, which shows potential application in intelligent elevator video surveillance, such as overload detection, violence detection, video summarization.

![Some example video frames](image)

Table 3 Classification accuracy of elevator video event classification.

<table>
<thead>
<tr>
<th>Event</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty</td>
<td>100%</td>
</tr>
<tr>
<td>Full loading</td>
<td>99%</td>
</tr>
<tr>
<td>Violence</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

**5 Conclusion**

To alleviate the ambiguity and non-robustness problem in saliency based coding, an improved salient coding named FRSC was proposed in this...
paper. First, we introduce efficient saliency detection method and use the generated saliency maps to measure the saliency degree of each image, then divide each image into salient and non-salient region to get a structured dictionary. Then, FRSC was proposed to improve the stability by introducing fuzzy reasoning rules. Finally, a saliency detection based spatial pooling scheme was proposed to incorporate spatial information to obtain a more compact image representation. Experiment on several common used datasets demonstrated the effectiveness of the proposed coding approach. At the same time, our method is more efficient than the reconstruction based coding schemes. We further apply it into elevator video event classification and achieved good performance, which demonstrate the potential application in intelligent elevator video surveillance, such as overload detection, violence detection, video summarization. Our future works will focus on conducting extensive experiment on more complicated elevator video events classification.
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