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Abstract: Computer-aided diagnosis systems have been the focus of many research endeavors. They are based
on the idea of processing and analyzing images of different parts of the human body for a quick and accurate
diagnosis. In this paper, the aforementioned approach is followed to detect whether a brain hemorrhage exists
or not in a Computed Topography (CT) scans of the brain. Moreover, the type of the hemorrhage is identified.
The implemented system consists of several stages that include image preprocessing, image segmentation, feature
extraction, and classification. The results of the conducted experiments are very promising. A recognition rate of
100% is attained for detecting whether a brain hemorrhage exists or not. For the hemorrhage type classification,
more than 92% accuracy is achieved.
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1 Introduction

Nowadays, cerebrovascular diseases are the third
cause of death in the world after cancer and heart dis-
eases [16]. One of the cerebrovascular diseases is
brain hemorrhage which is caused by a brain artery
busting causing bleeding. There are many types
of brain hemorrhage such as: epidural, subdural,
subarachnoid, cerebral, and intraparenchymal hemor-
rhage. These types differ in many aspects such as the
size of the hemorrhage region, its shape, and its loca-
tion within the skull. In this work, a machine learning
technique is proposed to diagnose brain hemorrhages
based on medical images.

Brain hemorrhage can be diagnosed by two kinds
of images: Clinical Head Computed Tomography
(CT) and Magnetic Resonance Imaging (MRI). After
consulting many medical experts and reading through
the literature [16, 1, 5, 7], CT images are chosen in this
work. CT images are known to have many advantages
over MRI such as: wider availability, lower cost and
higher speed. Moreover, CT scanner might be favored
over MRI scanner due to patient-related issues such
as the patient being too large to fit in the MRI scanner,
claustrophobic, has metallic or electrical implants or
is unable to remain motionless for the duration of ex-
amination due to age, pain or medical conditions [5].
Finally, the quality of CT images is high enough to
accurately diagnose brain hemorrhage.

From their name, Computer-Aided Diagnosis
(CAD) systems use computers to help physicians
reach a fast and accurate diagnosis. CAD systems
are usually domain-specific as they are optimized for

certain types of diseases, parts of the body, diagno-
sis methods, etc. They analyze different kinds of in-
put such as symptoms, laboratory tests results, medi-
cal images, etc. depending on their domain. One of
the most common types of diagnosis is the one that
depends on medical images. Such systems are very
useful since they can be integrated with the software
of the medical imaging machine to provide quick and
accurate diagnosis. On the other hand, they can be
challenging since they combine the elements of arti-
ficial intelligence and digital images processing. This
work presents a CAD system to help detect hemor-
rhages in CT scans of human brains and identify their
types if they exist.

As with other CAD systems, the motivations for
building this system are: (i) reducing human errors (it
is well-known that the performance of human experts
can drop below acceptable levels if they are distracted,
stressed, overworked, emotionally unbalanced, etc.)
and (ii) reducing the time/effort associated with train-
ing and hiring physicians. Eventually, this system can
be integrated within the software of CT imaging de-
vices to enable users to produce a quick and highly-
accurate diagnosis while generating the image.

The proposed system can also be helpful for
teaching and research purposes. It can be used to train
senior medical students as well as resident doctors.
Moreover, it can be very helpful in searching through
large sets of CS scans [11]. Multi-slice CT scans can
have up to 64 slices per scan. In modern hospitals,
these images are stored in the standard Digital Imag-
ing and Communications in Medicine (DICOM) for-
mat which includes text into the images. Any attempt

WSEAS TRANSACTIONS on COMPUTERS
Mahmoud Al-Ayyoub, Duaa Alawad, 
Khaldun Al-Darabsah, Inad Aljarrah

E-ISSN: 2224-2872 395 Issue 10, Volume 12, October 2013



(a) Normal Brain (b) Subdural Hemorrhage (c) Intraparenchymal Hemor-
rhage

(d) Epidural Hemorrhage

Figure 1: Normal brain images along with the three hemorrhage types considered in this paper.

to retrieve and display CT images must go through
Picture Archives and Communication System (PACS)
hardware [13]. This requires that the name of the
patient or identity card number is provided to find
any particular image. Thus,searching for some type
of cases (e.g., for research purposes)is usually done
manually, which is a very expensive task in terms of
time and effort. Providing an automated tool that can
go through the large number of images and identify
the required cases quickly and with high accuracy can
save huge amounts of time and effort.

In this paper, the problem of detecting brain hem-
orrhages in CT scans and classifying them is consid-
ered. As shown in Figure 1(a), an image of a normal
brain shows a distribution of gray matter that appears
as clearness in the texture-like fissures, while an ab-
normal brain has a shape which appears brighter than
the normal gray matter as shown in the remaining im-
ages of Figure 1. Due to limitations in dataset col-
lection, this work deals only with the following types:
subdural hemorrhage (Figure 1(b)), intraparenchymal
hemorrhage (Figure 1(c)) and epidural hemorrhage
(Figure 1(d)). Such restrictions were faced by pre-
vious works [11], in which the authors focused on
epidural hemorrhage, acute subdural hemorrhage and
intracerebral hemorrhage.

Figure 1 shows the differences in the visual char-
acteristics of the considered hemorrhage types. The
epidural hemorrhage is characterized by its convex
shape and its close fitting with the skull. The subdu-
ral hemorrhage is similar to the epidural one regarding
its closeness to the skull; however, the size of subdu-
ral hemorrhage is larger than that of the epidural one
and it has a crescent-like shape with a concave sur-
face away from the skull. Finally, the intraparenchy-
mal hemorrhage is characterized by its distance from

the skull.
This paper is organized as follows: In the follow-

ing section,related works are briefly discussed. The
proposed methodology is discussed in section 3. In
section 4, the experiments conducted to test the qual-
ity of the results generated by the proposed method
is presented. The conclusion and the future work are
discussed in section 5.

2 Related Works

In the past two decades, there has been much research
on designing a machine learning based systems for de-
tecting human brain hemorrhage and its types. Most
of these approaches follow a similar framework to the
one proposed in this work. The framework starts with
an image preprocessing and segmentation phase fol-
lowed by a feature extraction phase. Finally, different
classifiers are used for the classification and testing
phase. Below, a brief discussion of the merits of each
of the related works is carried out.

Some of the older works [21, 22] addressed the
problem of segmenting the region of intracerebral
hemorrhages. In the former work, they used a spa-
tially weighted k-means histogram-based clustering
algorithm, whereas in the latter work, they applied a
multiresolution simulated annealing method.

Cheng and Cheng [8] proposed a Fuzzy C-Means
(FCM) method based on multiresolution pyramid for
brain hemorrhage analysis. They also compared
FCM, competitive Hopfield neural network [9] and
fuzzy Hopfield neural network [18] in the global
thresholding stage. In another work, Liu et al. [19]
proposed an Alternative Fuzzy C-Means (AFCM)
method for the segmentation phase. A more recent
work based on FCM is the work of Li et al. [16]. The
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authors used a thresholding technique based on FCM
clustering to remove all non-brain regions. The re-
sults of this clustering were brain regions that were
segmented into slices using median filtering to elim-
inate noise in the image, and then the maximum en-
tropy threshold was computed for each slice chart to
determine the potential hemorrhage regions. In the
last phase, the hemorrhage regions were determined
according to their locations and gray level statistics.
The results of this work are extremely encouraging,
however, as the authors acknowledge, it is still a pre-
mature work.

In [11], the authors focused on dividing the brain
CT images into regions, where each region can either
be a normal brain region or a hemorrhage region. Note
that for images containing hemorrhages, the regions
which do not include hemorrhage are treated as nor-
mal regions resulting in a highly-imbalanced dataset.
For the image processing phase, the authors used an
image segmentation scheme that uses ellipse fitting,
background removal and wavelet decomposition tech-
nique. The weighted precision/recall values for this
approach is fairly high 86.3% and 88.5%, however, as
the authors acknowledge, these numbers are too opti-
mistic since their dataset is imbalanced. Without con-
sidering the class of normal regions, the weighted pre-
cision/recall values range from 36.8% to 60%, which
is much lower than those of our system.

The approach of [5] is based on segmenting the
images into objects using the watershed method and
extracting the features of each object. The extracted
features are fed into a neural network for classifica-
tion.

In [20], the authors address the problem of detect-
ing which of the several slices comprising a single CT
scan contain a hemorrhage. They start by classifying
slices into ones that contain the nasal cavity region
(see Figure 8(a)) and ones that contain the encephalic
region (see Figure 1). Then, on the slices that con-
tain the encephalic region, the authors use the wavelet
transform to compute some features and use them to
detect the presence of a hemorrhage.

A common approach followed by neurologists to
detect abnormalities in brain CT scans is to split the
brain region into two halves (hemispheres) and ob-
serve dissimilarities between them [10]. Several pa-
pers followed this approach. For example, Datta and
Biswas [10] use this approach to detect the existence
and location of intracerebral hemorrhages, whereas
Chawla et al. [7] use it to determine the type of
brain strokes (hemorrhage, chronic infarct and in-
farct). Both papers use histograms-based features for
dissimilarity detection.

Finally, both Chan [6] and Liao et al. [17] address
the problem of diagnosing intracranial hemorrhages.

3 Proposed Method

In this section, the proposed method is discussed in
details. Firstly, a general overview (along with the
pseudo-code) is presented followed by a more detailed
discussion in the following subsections. The approach
consists mainly of two parts: the image processing
part (which consists of several subparts such as image
preprocessing and enhancement, image segmentation
and feature extraction) and the classification and test-
ing part. Several approaches that can be useful for the
image processing part exist [26, 3, 27, 2]. The focus
here is on segmentation, which has been shown to be
very useful in problems similar to the one at hand [4].
In the segmentation stage Otsu’s method [25] is used
to extract the hemorrhage region from the image. In
the following step, discriminative features of the re-
gion of interest (ROI) are extracted. Finally, in the
classification stage the image is classified based on the
computed features of the ROI. MATLAB [23] code is
written to carry out the image processing and segmen-
tation as well as the features extraction parts, whereas
the Weka tool [12] was used for the classification and
testing parts.

3.1 Image Preprocessing and Segmentation

The first step is to remove the skull. Since it is the
brightest part of the image, the intensity of its pix-
els is above 250 [11]. So, it can be easily removed
using MATLAB. The following subsections contain a
detailed discussions of the image processing and seg-
mentation techniques followed to obtain the ROI. As
an illustrative example, the results of applying these
techniques on the CT scan of Figure 2 are shown.

Image Segmentation.The following step is segmen-
tation, which is the base of many image-based CAD
systems such as [14, 4]. Generally, it is a method to
segment a digital image into many regions based on
some criteria such as sets of pixels, etc. The goal of
the segmentation is to simplify an image to be more
meaningful and easier to analyze. Many approaches
for segmentation exist such as thresholding and clus-
tering. This phase segments the brain image into sev-
eral regions so that we can isolate the ROI (the hemor-
rhage region). As stated in the following discussion,
the outcome of this phase can be used to detect the
existence of hemorrhages with 100% accuracy.

The segmentation method used in this work is
Otsu’s method. In spite of its simplicity and ef-
ficiency, the quality of the outcomes produced by
Otsu’s methods is high enough for the purposes of this
work. Otsu’s method divides the pixels of an image
into several classes by automatically finding a thresh-
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Algorithm 1 Brain Hemorrhage Type Detection (BHTD)
1: procedure BHTD(S, m, n, C, W ) ⊲ S is the dataset ofm brain CT scans.n is the number of features.C is

the set of classifiers to be tested along with their parameter vectorsW .
2: D ← BUILD DATASET(S, m, n)
3: for all c ∈ C do
4: Ac ← TESTCLASSIFIER(D, c, wc)
5: end for
6: return c with best accuracy measureAc

7: end procedure

8: procedure BUILD DATASET(S, m, n) ⊲ S is the dataset ofm brain CT scans.n is the number of features.
9: Initialize D to an emptyn-column table

10: for i← 0, 9 do
11: t← EXTRACTFEATURES(i, n)
12: Appendt into the end ofD
13: end for
14: return D

15: end procedure

16: procedure EXTRACTFEATURES(i, n) ⊲ i is the brain CT scan.
17: If the intensity of any pixel ini is≥ 250, it is set to0
18: Apply Ostu’s segmentation technique oni (See Section 3.1 for more details)
19: Apply the morphological opening step oni (See Section 3.1 for more details)
20: Apply the region growing step oni (See Section 3.1 for more details)
21: On the resulting image, apply MATLAB’sregionprops in addition to our own code to compute the

n-element feature vectorvi of the ROI (See Section 3.2 for more details)
22: Apply the classifier
23: return vi
24: end procedure

25: procedure TESTCLASSIFIER(D, c, wc) ⊲ D is the dataset of brain CT scans.c is a classifier with parameter
vectorwc. The testing will be using the 10-fold cross-validation technique.

26: Randomly partitionD into 10 subsets:D0, . . . ,D9

27: for j ← 0, 9 do
28: Ts← Dj ⊲ Ts is the testing set.

29: Tr ←
(⋃

k=0,...,9Dk

)
\ Ts ⊲ Tr is the training set.

30: For classification methodc, build a model using parameterswc andTr on the Weka tool
31: Use the model onTs and compute the accuracy measures,Aj, discussed in Section 4
32: return the average of allAj ’s for j = 0, . . . , 9
33: end for
34: end procedure
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Figure 2: A CT scan of epidural hemorrhage that will
beused an example for the image processing and seg-
mentation techniques used in this work.

old to minimize the within class variance. It basically
looks at the histogram, pixel values, and the probabil-
ity in order to obtain a segment. Moreover, it does not
look at edges; it looks at region inside the segment we
want to segment out.

The basic idea behind Otsu’s method is that the
weighted within-class variance is minimized using
Equation 1 which represents a measurement of the
compactness of the classes (two classes are assumed
here).

σ2
w = q1(t)σ

2
1(t) + q2(t)σ

2
2(t), (1)

wheret is the threshold and for each classk, qk(t),
µk(t) andσ2

k(t) are the probability, the mean and the
variance of the class defined as follows.

q1(t) =
t∑

i=0

P (i),

q2(t) =
I∑

i=t+1

P (i),

µ1(t) =
t∑

i=0

iP (i)

q1(i)
,

µ2(t) =
I∑

i=t+1

iP (i)

q2(i)
,

σ2
1(t) =

t∑

i=0

[i− µ1(t)]
2 iP (i)

q1(i)
,

σ2
2(t) =

I∑

i=t+1

[i− µ2(t)]
2 iP (i)

q2(i)
,

whereI = 255 is the number of bins in the histogram.

Figure 3: The result of applying the segmentation
technique on Figure 2.

Simply, the best threshold can be found exhaus-
tively by just trying all possible values oft (i.e., the
range[0, 255]), and computingσ2

w for each value. Fi-
nally, the value that obtains the lowest value forσ2

w

will be selected as the threshold. Figure 3 shows the
result of applying the segmentation technique.

Morphological Operations and Region Growing.
From Figure 3, it can be seen that further work is
needed to accurately obtain the ROI. A discussion of
how to improve the results via the use of morphologi-
cal operations and region growing follows below.

Morphological Operations. Mathematical morphol-
ogy is a technique used to analyze images by a process
of geometrical structures. It is used on digital images,
graphs, etc. There are two basic operations of Mathe-
matical morphology: erosion, which is eroding away
the boundaries of foreground, and dilation, which is
enlarging the boundaries of foreground pixels. The
erosion and dilation are defined by the following equa-
tions.

A⊖B = {z|(B)z ⊂ A} (2)

A⊕B = {z|(B̂)z ∩ A 6= ∅} (3)

whereA andB are the image and the structuring el-
ement, respectively. The structuring element used in
this work is flat and disk-shaped as shown in Figure 4.

In this work, the opening operation, which con-
sists of an erosion operation followed by a dilation
operation, is used to filter out the small parts in the
image that cannot contain the suspicious region. The
opening operation is given by the following equation.

A⊙B = (A⊖B)⊕B. (4)
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Figure 4: The flat disk-shaped structuring element
used in this work [23].

Figure 5: The result of applying the morphological
opening step on Figure 3.

The result of the morphological operations is an image
that contains the potential regions that may contain the
suspicious mass, as shown in Figure 5.

Region Growing. A region growing algorithm is used
to obtain the whole mass. Region growing starts with
a seed region and grows it by appending to it those
neighboring pixels that have properties similar to the
seed region. The seed region used here is the result
of the previous step. Figure 6 shows the result of this
phase.

At the end of this stage, the ROI is obtained. Fig-
ure 7 shows the result after applying these techniques
to the images of Figure 1. As can be seen in these im-
ages, the ROI was selected accurately, which is crucial
to the success of the proposed system. Also, note that
the result of applying our techniques on a normal brain
image is a completely blank image, whereas brain im-
ages with any hemorrhage will have some non-black
region. This is observed on all images of our dataset
resulting in a 100% accurate differentiation between
normal and abnormal brain images.

Figure 6: The result of applying the region growing
step on Figure 5.

To further illustrate the strength and accuracy of
the image preprocessing and segmentation techniques
used in this work, Figure 8 shows how such tech-
niques can handle a difficult case of epidural hem-
orrhage. As discussed in Section 2, the difficulty of
this case is due to the existence of the nasal cavity re-
gion [16]. After preprocessing the images, the next
step is to extract discriminating features.

3.2 Feature Extraction

Extracting useful and discriminating features from
images can be one of the most crucial steps in any
system like ours. Below, a brief description of the
features extracted about the region of interest (ROI)
is given.

• The size (in pixels) of the ROI.

• The centroid of the ROI.

• the perimeter of the ROI.

• The distance between the ROI and the skull,
which is expected to be very small for both
epidural and subdural hemorrhages and rela-
tively large for intraparenchymal hemorrhage.

• The diameter of a circle with the same size as the
ROI.

• The ratio of pixels in the ROI to pixels in the
convex hull of the ROI, which should be use-
ful in distinguishing between hemorrhage types
with commonly convex shapes such as epidural
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(a) Normal Brain (b) Subdural Hemorrhage (c) Intraparenchymal Hemor-
rhage

(d) Epidural Hemorrhage

Figure 7: Images of Figure 1 after applying image preprocessing and segmentation techniques.

and intraparenchymal hemorrhages and hemor-
rhage types with commonly concave shapes such
as subdural hemorrhage.

• The smallest bounding box containing the ROI.
The following features are related to this bound-
ing box.

– The number of pixels in a binary image of
the same size as the bounding box of the
ROI.

– The ratio of pixels in the ROI to pixels in
the bounding box of the ROI.

• The following features are related to the ellipse
that has the same second-moments as the ROI.

– The eccentricity of the ellipse.

– The length of the major and minor axes of
the ellipse.

– The angle (in degrees ranging from -90 to
90 degrees) between thex-axis and the ma-
jor axis of the ellipse.

MATLAB’s regionprops tool is the main tool
used to compute most of these features.

As discussed in the second to last paragraph of
Section 1, the considered hemorrhage types have dif-
ferent visual characteristics. For example, the epidural
hemorrhage is characterized by its convex shape and
its close fitting with the skull. The subdural hemor-
rhage is similar to the epidural one regarding its close-
ness to the skull; however, the size of subdural hem-
orrhage is larger than that of the epidural one and it
has a crescent-like shape with a concave surface away
from the skull. The intraparenchymal hemorrhage is
characterized by its distance from the skull. The con-
sidered features are selected to reflect different aspects

related the size, shape and position of the hemorrhage
region (ROI), which would be very helpful in differ-
entiating between the different types of hemorrhage.
Indeed, Section 4 show that the features related to the
ellipse that has the same second-moments as the ROI
such as the axes length and the eccentricity are the
most helpful for our purposes.

4 Results

In this section, the experiments conducted to test
the quality of the results generated by the proposed
method are discussed. The collected dataset consists
of 76 CT images of human brain. 25 of these im-
ages are for normal brain while the remaining im-
ages represent brains that suffer from one of the three
types of brain hemorrhage considered in this work
shown in Figure 1. The distribution of images is as
follows: 17 images for epidural hemorrhage, 20 im-
ages for subdural hemorrhage and 14 images for in-
traparenchymal hemorrhage. The images were col-
lected from the Internet websites (such as [24]) and
from King Abdullah University Hospital (KAUH) in
Irbid, Jordan.

In the carried experiments, several classifiers
were tested, especially those that performed well in
previous works related to this work such as Neural
Networks, Support Vector Machines, Decision Trees,
etc. The Weka tool was used to run the experiments.
So, the discussion is restricted to the implementations
used in the Weka tool. As for testing and evalua-
tion, the widely-used 10-fold cross-validation tech-
nique was used.

The accuracy measures used to evaluate the per-
formance of the proposed classifiers are the preci-
sion, the recall, the F-measure and the AUC, which is
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(a) Original image containing a difficult case
of epidural hemorrhage.

(b) The image after the preprocessing and seg-
mentation stage.

Figure 8: Image preprocessing and segmentation.

the area under the Receiver Operating Characteristic
(ROC) curve. The following equations define the pre-
cision, the recall and the F-measure, respectively [2]:

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F = 2 ·
Precision · Recall

Precision + Recall

whereTP , FP , TN andFN are the numbers of true
positives, false positives, true negatives and false neg-
atives, respectively. These are the main performance
measures used in the literature as they capture the two
error types of interest (false positives and false nega-
tives) and the relationship between them and the num-
ber of correctly classified instances (true positives and
true negatives).

The objective of this work is to correctly clas-
sify brain CT images into one of four classes: normal,
epidural hemorrhage, subdural hemorrhage and intra-
parenchymal hemorrhage. The first noteworthy obser-
vation from the experiments is the speed of the pro-
posed system, which took an average of 2.1 seconds
on each image. The second noteworthy observation
is the system’s ability to distinguish between normal
and abnormal cases. For each normal case, the ROI
resulting from the image preprocessing and segmen-
tation part is a blank image (all pixels are black); as
shown in Figure 7(a). This makes the binary classifi-
cation problem of determining the existence of a brain
hemorrhage straightforward. Hence, the problem at

hand is reduced to the 3-class classification problem
of determining which type of hemorrhage exist.

For this problem, several classifiers were tested
and many of them achieved 90% accuracy or better.
The accuracy measures for these classifiers are re-
ported in Table 1 and visually depicted in Figure 9.
The best results was obtained through a multinomial
logistic regression classifier (Logistic) with a ridge
estimator based on the work of Le Cessie and Van
Houwelingen [15]. Another classifier with compa-
rable performance is the feed forward artificial neu-
ral network classifier , MultilayerPerceptron (MLP),
which uses back propagation for training and the sig-
moid function at each node. The neural network’s
structure is set to the defaults used in the Weka tool.
For example, the default value for the number of hid-
den layers is defined as half of the sum of the num-
ber of classes and the number of attributes, which in
this case is 10. Finally, other classifiers with 90% ac-
curacy or better are: the Bayesian Network classifier
(BayesNet), the decision tree classifier (J48) and the
support vector machine classifier (SMO).

Since so many classifiers are performing well, the
discriminative power of the computed features has
to be high. Using the class separability measures
defined below, the features set discriminative power
were evaluated. A within class scatter variance is cal-
culated using

σ2
w =

∑

i

Pi × [(x− µi)(x− µi)
T ],
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Table 1: Accuracy measures of applying several classifiers to the hemorrhage-type identification problem.
Algorithm Precision Recall F-Measure AUC

BayesNet 90.1% 90.2% 90.1% 0.956
J48 90.4% 90.2% 89.9% 0.954
Logistic 92.5% 92.2% 92.1% 0.961
MLP 92.1% 92.2% 92.1% 0.956
SMO 90.4% 90.2% 90.2% 0.928

 86

 88

 90

 92

 94

 96

 98

 100

BayesNet J48 Logistic MLP SMO

Precision
Recall

F-Measure
AUC

Figure 9: Accuracy measures of applying several clas-
sifiers to the hemorrhage-type identification problem.

whereµi is the mean of theith class andPi is the
probability of the occurrence of classi in the train-
ing data. It calculates the weighted variance of the
samples of each class. The overall scatter variance is
calculated using

σ2
0 =

∑

i

(x− µ0)(x− µ0)
T ,

whereµ0 is the overall mean. The discriminating
measureD is calculated as

D =
σ2
0

σ2
w

.

The value ofD was estimated to be 3.295.
To gain a better insight into which features are the

most discriminating, the separability measures of each
feature are reported in Table 2 and visually depicted
in Figure 9. As shown in this table and this figure, the
features with the highest discriminative power are the
ones related to the axes length of the ellipse that has
the same second-moments as the ROI, the perimeter
of the ROI and the length of the smallest bounding
box containing the ROI.
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Figure 10: The separability measures of each feature.

Other techniques were used to evaluate the dis-
criminative power of the feature set. Using techniques
such as information gain, gain ratio, ReliefF and cor-
relation ranking, it was observed that the features re-
lated to the ellipse that has the same second-moments
as the ROI such as the axes length and the eccentric-
ity have more discriminative power than the features
related to the ROI or its bounding box. This is consis-
tent with the numbers computed using the equations
of the previous paragraph.

5 Conclusions and Future Work

Automated systems for analyzing and classifying
medical images have gained a great level of atten-
tion recently. One such example is the problem of
detecting whether a brain hemorrhage exists (the bi-
nary classification problem) and if it exist what type is
it (the multi-class classification problem). The exper-
iments presented in this work showed that after pre-
processing CT Scans, the binary classification prob-
lem was solved with 100% accuracy. Also, the imple-
mented system achieved more than 92% accuracy for
the 3-class classification problem of determining the
hemorrhage type using neural networks as a classifier.

The results are encouraging and a higher accuracy
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Table 2: The separability measures of each feature.
Feature Separability Measure

Area 2.09
Centroidx-coordinate (CX) 2.05
Centroidy-coordinate (CY) 1.99
Perimeter (Per) 5.71
Distance (Dist) 2.39
Diameter (Dia) 3.39
Solidity (Sol) 2.72
Convex Area (Conv) 2.03
Bounding box’s upper-left cornerx-coordinate (ULX) 2.11
Bounding box’s upper-left cornery-coordinate (ULY) 2.25
Bounding box’s width (W) 2.3
Bounding box’s length (L) 4.31
Filled Area (Fill) 2.5
Extent (Ext) 3.18
Eccentricity (Ecc) 2.03
Major Axis Length (Maj) 5.91
Minor Axis Length (Min) 5.76
Orientation (O) 2.89

for the 3-class classification problem can be attained
by obtaining a better dataset with high resolution im-
ages taken directly from the CT scanner. Moreover,
different feature extraction and feature selection tech-
niques can be employed to improve the performance
of the system. Finally, ensemble classifiers for clas-
sification will be considered as a future work to ac-
complish higher accuracy. This will allow the future
system to reach a level that will allow it to be a signif-
icant asset to any medical establishment dealing with
brain hemorrhages.
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