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Abstract: For unskilled or impaired users, intuitive interfaces are seen as key to the wide adoption of assistive
robotic agents. Interfaces based on gesture offer a natural communication modality for Human-Robot Interaction
which facilitates ease of use for the target population. However, as the abilities of the user change with time, their
capacity to properly perform a given command choreography may degrade. Therefore, it is critical to the long-
term success of the interface that it learn the behavioral intentions of the user and adapt accordingly throughout
the lifespan of the agent. This paper describes a clustering approach to an agent’s lifelong learning based on the
Growing Neural Gas algorithm. A simulated user issues reinforcement feedback so as to progressively refine an
agent’s actions toward a goal configuration. Several network distance metrics for neighborhood learning within
connected clusters are compared for their relative burden to the user-trainer in terms of speed of convergence. It is
shown that the proposed method learns new gestures while retaining past learning with few training iterations.
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1 Introduction
As individuals age, a motivation to remain indepen-
dent in the face of diminished mobility and health will
increasingly draw upon assistive technologies to sup-
port essential Activities of Daily Living (ADLs) [1].
For those wishing to age in place, a reduced capacity
to conduct ADLs may be associated with decreased
quality of life and independence, higher caregiver bur-
den, or even institutionalization [2]. The work de-
scribed in this paper is motivated by a dearth of tech-
nologies that might provide adequate support of these
important functions.

With this in mind, the authors envision an intelli-
gent class of assistive devices and services which are
highly integrated into the built environment. These
technologies would allow the user’s surroundings to
act as an adaptive partner to facilitate ADLs for in-
dividuals whose ability levels are changing so as to
improve quality of life and prolong independence [3].
To this end, the Assistive Robotic Table (ART) project
begun at Clemson University (Figure 1) serves as a
platform for research in this area and is the applica-

tion focus of the work presented in this paper. ART
is a new over-the-bed table appliance which seeks to
innovate in areas of the user experience with assistive
technology interactions [4].

Models of nonverbal communication offer the
promise of intuitive and adaptive interaction [5] with
intelligent assistive agents. A command interface
based on gesture presents one option for nonverbal
communication which would be easily adopted by this
group of users. Typically, however, Human-Robot In-
teraction (HRI) in any form depends on interaction
modalities which are predefined by the system design-
ers. Commands based on gesture, voice commands or
hand positions must accurately emulate one of a fixed
repertoire of known possibilities. Thus, the response
by the robotic agent is a one-to-one mapping of user
action to a predefined response. This paradigm limits
the usability and adaptability of the interface and po-
tentially reduces the rate of its adoption among users.

Further, as dexterity and mobility of the user
change with time, their ability to properly perform a
given command choreography may diminish. There-
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Figure 1: The non-verbal communication loop of the
Assistive Robotic Table (ART). The focus of this work
is on the emergent (learned) response of this device to
the user.

fore, it is critical to the long-term success of the in-
terface design that it learn the behavioral intentions
of the user and adapt accordingly. This circumstance
illustrates the need for a system which engages in life-
long learning [6] and is capable of discerning new
gestures and interpreting the user’s desired response to
them. The research described in this paper targets the
ART appliance and presents an approach which learns
a user’s preferred three-dimensional configuration of
the appliance for tasks performed in a healthcare or
home setting. The method uses arm-scale gesture mo-
tions collected from human participants. The intent of
the system described in this paper is to engage in life-
long gesture learning by both (1) adapting to a user’s
changing abilities to perform gestures over time, and
(2) learning new gestures without loss of past training.
Human-robot interactions are conducted with a simu-
lated human user/trainer who controls the application
of a binary feedback (reward) signal to train the agent.

Extending past work by the authors [7, 1], a sys-
tem based on the Growing Neural Gas (GNG) algo-
rithm [8] and Reinforcement Learning (Q-Learning)
is used in this paper to create an active mapping be-
tween performed gestures and robotic actuations. The
proposed method takes advantage of the user’s broad
view of the problem space to selectively apply pos-
itive rewards where robot actions are tending toward
the user’s preferred goal configuration for a given ges-
ture. The systems is shown to be robust in the pres-
ence of user performance degradation.

Contributions of this paper are twofold. First, a
novel training/use model is presented which allows
the learning system to be trained with the user as
teacher. The model aims at minimizing the number
of gesture samples which must be performed so as to
reduce physical burden to the user. The success of the
proposed approach is measured in terms of its speed of
convergence to the user’s preferred response through

decreasing numbers of cycles of observation and re-
ward. Second, an extension to GNG is introduced
which allows for the insertion and deletion of nodes
so as to simultaneously facilitate both the learning of
new gestures and the retention of past learning (life-
long learning). These contributions are seen as key
to the envisioned paradigm of assistive devices which
support easy adoption by the user and long-term use
in the face of their changing abilities.

This paper is structured as follows. Section 2
discusses the gesture recognition problem along with
past research efforts in lifelong learning and describes
their respective innovations and shortcomings. Sec-
tion 3 discusses the new approach in this paper in-
cluding data representations, algorithms and the sim-
ulation environment. Section 4 discusses the data col-
lection fixture, and experimentation scenarios. Sec-
tion 5 presents and interprets the experimental results.
Finally, concluding remarks are given in Section 6.

2 Related Work
Because human gesture represents a natural and ubiq-
uitous form of communication, its potential use as a
mode of Human-Robot Interaction (HRI) is an area
of ongoing research. This section gives an overview
of the component problems frequently associated with
gesture recognition, lifelong learning, and the ap-
proaches which are utilized for the work described in
this paper.

2.1 Gesture Recognition
Human gesture may occur in various forms including
pantomime, sign language (static and dynamic), full
body poses or hand and arm gesticulation. Gestures
involving hand and arm gesticulation comprise some
90% of gestured communication [9]. Thus, explo-
ration of gesture at this scale is relevant to the larger
HRI problem. The problem space of gesture recog-
nition may be decomposed into the subproblems of
sensing, data representation, pattern recognition (ges-
ture classification), and machine learning (sensorimo-
tor mapping). Much past work has been devoted to
solving these problems individually and to that of ges-
ture recognition in general. Aspects of this body of
work which are applicable to the results presented in
this paper are discussed in this section.

2.1.1 Sensing
Typical gesture sensing strategies involve wearable
devices such as data gloves or body suits, or con-
ventional cameras. Wearable sensors have been used
to capture hand position/shape [10], arm orientation
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[11], or gross motion using accelerometers [12, 13].
Although they offer accurate measurements of phys-
iological geometry and dynamics, wearable devices
present an inherent encumbrance to the user and thus
may be difficult for the user to adopt with consistency
[9].

Much of the work in gesture recognition is per-
formed using video images/sequences due to their cost
effectiveness and the richness of the data they pro-
vide [14]. Cameras, however, may present an intru-
sion of privacy in intimate settings such as bedroom
or bath [15]. They also tend to suffer degraded perfor-
mance in darkness or due to occlusion. Infrared cam-
eras such as may be found with RGB-D sensors pre-
serve user anonymity, operate in darkness, and offer
the richness of data afforded by conventional cameras.
For these reasons, the Microsoft Kinect RGB-D sen-
sor (www.xbox.com/en-US/kinect) was used for this
research.

2.1.2 Data Representation
From the data stream generated by a selected sensor,
a compact representation (feature vector) of each ges-
ture must be computed. Such representations may
preserve information regarding the physiology and
kinematics of the actor, or they may simply extract
differential data from pixel intensities in a captured
image or image sequence [16].

Visual templating of motion has been performed
using Motion History Images (MHI) [17, 18]. Peri-
odicity of motion has been shown to be a strong de-
scriptor of motion, even allowing identification of the
actor [19]. Repetitions in motion have been captured
by computing the self-similarity of image sequences
[16, 20]. Histograms of Gradients (HOGs) are used
to create descriptors of image sequences based on the
changing regional pixel intensities for single image
frames. HOGs of Self-Similarity Matrices (SSMs)
have been combined to produce view-invariant repre-
sentations of non-periodic motions [3, 21] which fa-
cilitate robust classification. These representations,
however, tend to be of high dimension and thus bur-
densome in computation and storage.

In this paper, a representation using Dynamic In-
stants (DI) proposed by Rao et al. [22] is extended to
three dimensions by use of the RGB-D sensor. DIs are
the extrema of acceleration in the actor’s path of mo-
tion and may be used to form a visual characterization
of that motion [19]. These have also been shown to
be view-invariant, appearing regardless of the vantage
point of the observer. A feature vector composed of
dynamic instants (see Figure 5) has been shown by the
authors [7] to possess useful discriminative properties
for classification despite being small in dimension.

2.1.3 Gesture Classification
Classification of feature vectors typically involves
sorting them into one of a gallery of types based
on their proximity (by some distance metric) to
clusters of similar, often labeled, vectors. Numer-
ous classification methods have been applied to ges-
ture recognition including Hidden Markov Models
(HMM) [23, 24] , finite state machines (FSM) [25],
C-means [26, 27], neural techniques such as Time De-
lay Neural Networks (TDNN) [28], networks based
on Adaptive Resonance Theory (ART) [29], Grow-
ing Neural Gas (GNG) [30, 7] and probabalistic meth-
ods such as Most Probable Longest Common Subse-
quence (MPLCS) [31].

The GNG algorithm proposed by Fritzke [8] is
a variant of Kohonen’s self-organizing feature map
(SOFM) [32]. GNG is capable of tracking a moving
distribution [33], adding new reference nodes, and op-
erating from static input parameters. Thus, it is well-
suited to the task of gesture recognition and gesture
learning where no labeled data is available. Indeed,
since the acquisition of gesture data may be expensive
in terms of the effort and time required of both the
user and the researcher, such a technique that learns
online is particularly desirable.

Two goals for the system described in this pa-
per are (1) to adapt to a user’s changing abilities to
perform gestures over time, and (2) to be capable of
learning new gestures without loss of past training.
In normal operation, the receptive fields of reference
nodes in the GNG cloud inherently allow for and gen-
eralize across variations in input. Mobility of refer-
ence nodes in the cloud enables persistent variations
to become part of the system’s learning base without
focused training. These features are seen to accom-
modate an individual’s changing ability to perform
gestures over time. A GNG cloud may also grow in
number of reference nodes and alter its connection
topology over time to accommodate coarse variation
in its input space. This feature suggests that GNG
will be effective in learning new gestures as they are
observed. And, as described in Section 3.7, modifi-
cation to GNG is proposed which targets the strategic
insertion of new reference nodes to support learning
of new gestures. These features make GNG readily
applicable to the two goals mentioned above and thus,
it is the clustering method adopted in this paper.

2.1.4 Sensorimotor Mapping
Pattern recognition as previously described is fre-
quently discussed under the heading of machine learn-
ing. Use of the term in this paper however, shall refer
to a means of applying feedback so as to progressively
refine a robotic agent’s response to sensed gesture
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through online training. Such sensorimotor mappings
have been successfully used in the control of robotic
agents [34, 35, 36]. Research described in these works
has demonstrated that Self-Organizing Feature Maps
(SOFM) [32] may be effectively used to discretize in-
put space as cell areas surrounding reference nodes
and to produce a nonlinear mapping between sensed
input and robotic response.

Reinforcement Learning approaches (RL) are
also frequently applied to the control of robots. Such
methods use Markov Decision Processes (MDPs) to
refine a mapping between an agent’s state and its ac-
tions taken when in that state (a state-action pair).
Over multiple iterations of input, action, and evalua-
tion (via a scalar reward signal), a policy for maximiz-
ing the expected reward for taking a specific action in
any given state is learned. In the limit, the policy that
is developed can be seen to approach optimality [37].
One popular RL technique applied in this research is
that of Q-Learning [38] for its simplicity and for its
lack of need to model the environment.

Touzet [39] presents the Q-Kohon method which
combines a Q-Learning framework with the nonlin-
ear mapping capability of Kohonen’s self-organizing
map. The SOFM’s topology-preserving structure al-
lows for neighborhood learning wherein the action
policy associated with a given node may be lever-
aged by nearby nodes to speed the learning process.
Hence it applies well to the Q-Learning approach that
underlies Touzet’s method. Each node stores a tuple
consisting of its state label (or situation), an action,
and an expected reward or Q value. The input situa-
tion is a pointer into the map to the nearest state la-
bel having a positive Q value. The actions of nodes
within a surrounding neighborhood are updated ac-
cording to the reward received from taking the asso-
ciated action. The approach used in this paper is a
variant of Q-Kohon which makes use of Q-Learning
coupled with the GNG algorithm for the benefits pre-
viously discussed. The implementation of Q-Learning
in the proposed system is described in Section 3.3.

A human trainer may iteratively influence and ex-
pedite system learning through control of a reward
signal [40, 41]. By allowing the user to control the ap-
plication of reward, the user is not constrained by the
interactions fashioned by the designer. Thus, the sys-
tem is adaptable to the user rather than the user having
to learn the system. Further, the selection of a simple
binary reward system allows easy adoption of the sys-
tem by unskilled or impaired users, giving a longer
useful life to the system as the user’s abilities degrade
over time. And, as noted by Knox et al. [42], a hu-
man trainer possesses a high-level view of the benefit
of a specific individual action. The trainer may give
qualitative reward based on how a task might best be

performed by an agent. It is shown in this research
that, through gesture and a simple warm/cold evalua-
tion of the robot’s response, the agent will ultimately
achieve the user’s desired goal configuration.

2.2 Lifelong Learning
Learning systems have an operational lifespan that
is conventionally divided into the distinct phases of
learning versus recognition. This paradigm neglects
the possibility that the system may need to acquire
new recognition capabilities in the face of a chang-
ing input distribution from its environment. Typically,
systems forced to consider new forms of input must
reiterate the training phase. In so doing, these sys-
tems may suffer degradation in their ability to retain
knowledge gains from the past. Thus, the stability
of the system may be compromised by attempts to
extend its gesture vocabulary [6]. This problem is
termed the Stability-Plasticity Dilemma [43]. Toward
the development of a system which can acquire and
learn new gestures as needed without sacrificing past
knowledge, the need for lifelong learning is consid-
ered.

The plasticity of the Growing Neural Gas (GNG)
network lies in its ability to add and delete nodes dur-
ing normal operation. Feature vectors (weights) of
new nodes represent input patterns which differ from
those seen in the past. As new nodes are added,the
topology of the network is altered accordingly. Fritzke
[8] proposed the incremental augmentation of a GNG
network based on the periodic assessment of local er-
ror at each node. The node with the largest accumu-
lated local error is the node whose receptive field is
too large to adequately represent the distribution of
inputs within the region and thus is most in need of
a new node to reduce the total error of the network.
However, in this simple form, incremental learning
may result in the addition of a large number of nodes
over time. In such a case, both overfitting at overlap-
ping cluster boundaries and excessive computing time
may result. Alternatively, a maximum node count may
be set. However, this potentially limits network plas-
ticity [6] as changing input may require deletion of
existing nodes in favor of new clusters.

Fritzke [44] also proposed a utility-based ap-
proach (GNG-U) for deletion of nodes in order to al-
low GNG to track non-stationary input distributions
while conserving computational resources. However,
in terms of lifelong learning, this approach may re-
move nodes which represent past learning, thus lead-
ing to instability. Hamker [6] proposed a method for
strategic insertion of nodes using local error thresh-
olds developed from quality measures based on both
long-term and short-term local error. The method was
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shown to be effective, however, it focused on super-
vised learning scenarios.

Furao and Hasegawa [45] extend Hamker’s ap-
proach to the insertion of nodes in unsupervised tasks.
This method attempts to assign unlabelled data to
clusters autonomously before applying an adaptive
similarity threshold based on cluster size. An input
pattern to an existing node is compared to the thresh-
old to determine if it represents a new pattern class
and is thus a candidate site for node insertion. This
method, however, presupposes separable input distri-
butions in order to place nodes in distinct clusters.

Each of the approaches mentioned above neglects
the possibility of online learning and the need to ac-
commodate a human user/trainer. The presence of a
human user poses significant challenges in terms of
input data separability and learning rate. As noted in
[7], gesture motion data collected from human partici-
pants may be poorly separated which adversely affects
the speed of convergence for a learning algorithm
dealing with unlabelled input. This issue becomes es-
pecially important when considering the physical and
cognitive burden to the user as they perform and ap-
ply feedback to potentially large numbers of gesture
samples. Key contributions of the approach in this
research include the proposal of a use model which
reduces the physical burden on the user, and a method
for making gesture classifications for lifelong learn-
ing with unlabelled data. These features are detailed
in Section 3.

3 Method
This section describes the approach and system used
for experimentation. The gesture data set and its rela-
tionship to the ART appliance are described. Toward
the goals of reducing user effort and the size require-
ments of the input data set, an innovative use model
and training paradigm is detailed. A new method for
GNG node insertion which preserves network stabil-
ity while promoting the rapid learning of new gestures
is proposed and tested. Essential components of the
system used for experimentation including data rep-
resentation, simulation, reward generation and action
learning based on GNG were first developed in [7]. A
high-level description of this system is given here.

3.1 System Description
A block diagram of the data acquisition and learning
system is shown in Figure 2. The system implements
an end-to-end operational flow between a gesture per-
formed by a human user and the learned response that
is executed by a robotic agent in the form of a con-
figuration in 3D space. Gestures were collected from

human participant volunteers and presented as input
patterns to the system.

Each gesture motion sample was processed to
extract discriminative features (Dynamic Instants) to
form motion descriptors. These descriptors were then
applied to the GNG algorithm to topologically map
the input data space. Each node in the resulting GNG
cloud data structure has an associated action vector
into the configuration space of the robotic agent which
is selected for execution. A simulated human user ob-
serves the action of the robot and assigns reward based
on whether movement was directed toward (positive
reward) or away from (negative reward) the intended
goal configuration. The assigned reward updates the
action by adjusting the action vector’s magnitude or
directional orientation in configuration space (Figure
2). This update is stored for future reference. Through
multiple cycles of action → reward → update,
the responses of the agent are seen to converge to the
user’s preferred goals for each applied gesture type.

3.2 Growing Neural Gas
The Growing Neural Gas (GNG) algorithm [8] is a
neural vector quantization technique in which neurons
(reference nodes) represent vectors in input data space
that encode a submanifold of that space. GNG forms
connections between nodes so as to construct a topo-
logical representation of input space. It is capable of
adding new nodes allowing for a changing input data
distribution. For these characteristics, the GNG algo-
rithm is well-suited to the goals of both stability and
plasticity in the gesture learning task. The basic GNG
algorithm is given by Algorithm 1. For our implemen-
tation of GNG, operating parameters were: εb = 0.05,
εn = 0.0006, λ = 100, α = 0.5, β = 0.0005 and
ageMax = 88. A maximum limit of 40 nodes is
imposed on the network. However, this limit can be
strategically overridden for purposes of lifelong net-
work plasticity by the proposed insertion algorithm as
described in Section 3.7.

3.3 Q-Learning
In a reinforcement learning paradigm, an agent learns
a policy for taking action from within any given state
in its problem space. Rewards from the environment
(here, the user) reinforce certain actions and thus,
create mappings between current states and actions
which result in the greatest rewards. The sequence
of action followed by reward will, over multiple it-
erations, result in a policy which maximizes reward
through any sequence of state-action pairs. This is ac-
complished through the formation of a table of state-
action values (Q values). As the agent enters a state,
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Figure 2: System block diagram showing the action → reward → update loop with successive updates of
actions toward a goal in the agent’s configuration space. An initial action vector in step 1 moves the agent away
from the goal (and receives a negative reward). Random angular adjustments are attempted until a results in a
positively rewarded movement (1′) that is closer to the goal. Steps 1′ − 3 receive positive reward as the action
vector is augmented in a consistent direction moving closer to the goal. Continuing this policy at step 4 would
cause the agent to move farther from the goal than it had been at step 3 and thus, would receive a negative reward.
A random angular adjustment is again attempted (b) until the accumulated action vector comes closer to the goal
as in step 3′. The process continues until the action vector is within a predefined tolerance of the goal.

the highest-valued action for that state is selected and
performed. The environment issues a reward signal to
reinforce or discourage the action taken. In this way,
the table is updated for each time step according to
(1):

Qt+1(s, a)← Qt(s, a)

+ α[r + γ(max
i

Qt(s
′, ai))−Qt(s, a)] (1)

where (s, a) is a state-action pair, (s′, ai) is a particu-
lar next state-action pair that may be chosen from the
current state, α is a positive learning rate, γ is the dis-
count factor that allows near term rewards to be valued
more highly than future rewards, and r is the reward
value.

For implementation of Q-Learning in the pro-
posed system, several adaptations are made as follows
[7]. Reward, r ∈ {−1, 0, 1} may take values of −1
and 1 reflect user feedback of bad and good respec-
tively. A reward of 0 reflects an outcome that requires
no future adjustment (i.e. the human user is satisfied
and training has been completed for a given gesture).
Each gesture sample is followed by a training episode
of one time step. Discounting is deemed unneces-
sary since each reward from the human user is seen
as equally valuable evidence of movement toward or

away from the goal configuration. Hence, γ = 1. Set-
ting α = 1 and multiplying the reward by a physical
step length (stepLen = 0.1 units) of linear forward
progress along a vector in configuration space, the up-
date rule is reduced to the form of (2).

Qt+1(s, a)← r(stepLen) + max
i

Qt(s
′, ai)) (2)

Each GNG node represents a Q-Learning state,
and carries with it an action vector (output map-
ping) that represents a linear distance in configura-
tion space. Topological neighbors in the GNG net-
work may be expected to represent similar vectors in
input space and thus, should elicit similar robotic ac-
tions. Given this intuition, the actions available to an
agent are those of nodes within the neighborhood of
a given reference node. Several neighborhood forma-
tion schemes are investigated as described in Section
3.4.

3.4 Network Neighborhood Formation
As previously stated, the connected nature of the GNG
cloud allows for gesture learning to leverage previous
positive outcomes for a neighborhood of nodes in a
manner similar to Touzet’s Q-Kohon approach [39].
This idea is based on the intuition that gestures in a
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Algorithm 1 Growing Neural Gas
1: Begin with a set A of two nodes at positions wa and
wb in Rn: A = {a, b}.

2: Initialize a set of connections to the empty set: C = ∅.
3: repeat
4: Apply an input signal ξ according to P (ξ).
5: Find nodes s1 and s2 in A closest to ξ.
6: Establish a connection between s1 and s2 if one

does not exist: C = C ∪ {(s1, s2)}.
7: Set the age of the connection (s1, s2) to zero.
8: Increment the ages of all edges connected to s1.
9: Adjust the local error of s1 by the square of its dis-

tance to the input: ∆Es1 = ||ξ − ws1||2.
10: Move s1 toward ξ by fraction εb: ∆ws1 = εb(ξ −

ws1).
11: Move the topological neighbors of s1 toward ξ by

fraction εn: ∆wn = εn(ξ − wn).
12: Remove all edges having an age greater than

ageMax. If this leaves any nodes with no connect-
ing edges, remove them also.

13: if (numGesturesSeen mod λ = 0) then
14: Determine the node q with maximum error.
15: Insert a new node r halfway between q and its

neighbor f with the largest error: A = A ∪ {r}
such that wr = 0.5(wq + wf ).

16: Decrease the error of q and f by fraction α:
∆Eq = −αEq and ∆Ef = −αEf .

17: Initialize the error of the new node to the interpo-
lated error of its neighbors: Er = (Eq + Ef )/2.

18: Decrease all node error variables by fraction β:
∆Ec = −βEc ∀c ∈ A.

19: end if
20: until Stopping criteria is met.

given region of the input space topology whose ac-
tions have accumulated significant positive reward (Q
value) in the past are worthy of being emulated. The
question of how to determine which nodes constitute
a neighborhood will now be considered.

Five neighborhood scenarios, Lone, Mean, Large,
Floyd and Clumpiness, were defined in order to ex-
plore various possibilities for exploiting the topology
of the GNG cloud and to demonstrate the possible
benefits to a neighborhood learning strategy afforded
by GNG. Each scenario reflects a different manner for
defining a neighborhood of reference nodes whose ac-
tions vectors are candidates for the agent’s next ac-
tions based on past rewards. These schemes are de-
scribed in Table 1. In the table, the winner refers the
GNG reference node closest to the input feature vector
by Euclidean distance.

Table 1: Neighborhood formation scenarios
Scenario Description

Lone Only the winner is considered.
Mean Adjacent nodes within a mean con-

nected distance of the winner are
considered.

Large All adjacent nodes are considered.
Floyd The node with minimum network

distance and Q value greater than
the winner is considered (see Sec-
tion 3.4.1).

Clumpiness The node with the maximum
clumpiness coefficient and Q value
greater than winner is considered
(see section 3.4.2).

3.4.1 Floyd’s Shortest Distance Algorithm
Floyd’s algorithm [46] determines the shortest path
distances between node pairs in an undirected graph
using edge lengths between individual nodes (see Al-
gorithm 2). The algorithm returns a matrix Dn×n for
a network with n nodes in which all entries dij repre-
sent the length of the shortest path between nodes xi
and xj .

Algorithm 2 Floyd’s shortest distance
1: Initialize Dn×n with all dij =∞.
2: for k = 1 to n do
3: for i = 1 to n do
4: for j = 1 to n do
5: dij ← min{dik + dkj , dij}
6: end for
7: end for
8: end for

Here, the age parameter of the GNG connection list
(C in Algorithm 1) data structure is used to repre-
sent edge length. In this research, the distances be-
tween node pairs are set to ∞ (following execution
of Floyd’s algorithm in each time step) in cases where
the action vector has yielded negative reward. This sit-
uation is indicative that the ancestor node (from which
the current action was selected) should not have been
emulated. Setting the distance to∞ excludes that an-
cestor from consideration during the next time step.

3.4.2 Network Clumpiness
Frequently in classification problems, data of a given
class may cluster nearer to the mean for that class
than to the mean of a different class. Within a GNG
graph topology, such clustering may be reflected in the
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degree (number of connections) of a reference node.
Given the unlabelled nature of the data used in this re-
search, the number of gesture commands represented
in a network is unknown. Hence, a metric involv-
ing the degrees of nodes and their relative distances
from each other will be useful as a measure of cluster
centrality among nodes associated with a given ges-
ture type. With this motivation, Estrada’s clumpiness
metric [47] is considered for use in the formation of
node neighborhoods. A node’s clumpiness character-
istic relates the respective degrees of a pair of nodes
within a network to their distance from one another.
A clumpiness coefficient Ξij for a given pair of nodes
xi and xj is computed by (3):

Ξij =


kikj

(dij)2
for i 6= j

0 for i = j
(3)

where ki is the degree of node xi and dij is the net-
work distance between nodes xi and xj as computed
using Floyd’s algorithm (Section 3.4.1). It is shown
in Section 5, that although computationally intensive,
clumpiness is highly effective as a means of selecting
neighborhood nodes with action vectors likely to yield
positive rewards.

3.5 Gesture Types
Six gesture types are considered. These include the
gesture motions for eat, read, rest, take (take an item
away), give (bring an item closer) and therapy (engage
in a therapy session using ART’s specially designed
therapy surface - see Figure 3(f)). These were selected
as user-centered requests which would apply to com-
mon configurations of an over-the-bed table that might
otherwise require the intervention of a caregiver. The
envisioned goal configurations for these gestures will
exercise the three degrees of freedom within ART: (1)
the lifting column, (2) the sliding table top, and (3) the
tilting work surface. Figure 3 depicts each configura-
tion in a clinical setting. The configuration labels and
their respective mappings to the three DOFs are given
in Table 2.

3.6 Use Model
In this section, a use model is proposed which aims
at reducing the physical burden to the user in terms of
the number of training iterations required for the sys-
tem to fully develop a desired actuation in response to
a specific gesture. With this model, the user demon-
strates a single sample of a new gesture to a system
already trained to respond to some number of other
gestures. The user then provides a series of consecu-

Table 2: 3D goal configurations for ART

Gesture
Type Lift Slide Tilt Mapping

(cm, cm, rad)

Eat Low Center Down (0, 0, 0)

Read High Center Up (0, 0, π/3)

Rest High Center Down (10, 0, 0)

Take High
Away
from
user

Down (0, 10, 0)

Give High Toward
user Down (0,−10, 0)

Therapy Middle Center Down (5, 0, 0)

tive rewards until the system is fully trained for that
sample.

Training (or, path shaping) consists of simple
good/bad (or warm/cold) rewards assigned to incre-
mental movements of the robotic agent in response to
the gesture. Movements which place the agent closer
to a user-defined goal are assigned positive rewards.
Movements away from the goal are assigned nega-
tive rewards. Gestures which, through training, elicit
the attainment of the user’s goal are deemed trained.
Upon completion of training for a given gesture, the
Q-Learning policy for the state-action pair (the associ-
ated GNG node and its action vector) is frozen. Thus,
any subsequent similar gestures whose feature vector
fall into the receptive field for the same node require
no further training.

3.7 Learning with a Human Trainer
The presence of a human trainer poses a key distinc-
tion between earlier methods discussed in Section 2.2
and that presented in this paper. Here, input gesture
samples are unlabelled and their data representations
may not be well separated. However, using the pro-
posed use model, the user-generated reward may be
viewed as a binary in-cluster/out-of-cluster indicator.
In the case of fully trained nodes, an input pattern
which receives negative rewards when executing the
action vector defined by that node must be of a differ-
ent class than that to which the node has been trained.
The location indicated by the input feature vector is
interpreted as a likely good candidate site for node in-
sertion.

The local accumulated error of the winner in this
case (the node nearest the input feature vector) is ar-
tificially inflated to the network maximum. At the
same time, any node in the network whose most re-
cent reward is negative (cold nodes) are considered
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(a) Eat (b) Read (c) Rest

(d) Take (e) Give (f) Therapy

Figure 3: 3D Configurations for ART in a clinical setting: (a) eat - the table surface is lowered to a comfortable
dining height (b) read - the work surface is inclined, (c) rest - the table surface is raised (and moved aside), (d)
take - the sliding surface is extended and away from the user, (e) give - the sliding surface is extended toward the
user, (f) therapy - the table surface is at medium height to accommodate a therapy session.

for deletion. The age field for connections within the
network may loosely be thought of as being indicative
of a node’s nearness to a cluster center. A node with
older-aged connections has previously been matched
with fewer incoming patterns in those regions where
its connections are oldest. When the network has
reached a defined maximum number of nodes, the
node with the highest sum of connection ages is tar-
geted for deletion by the artificial aging of its connec-
tions to the maximum age limit. If the network is not
at the maximum node count, then a new node may be
added without deletion elsewhere in the network. In
cases where all nodes in the network are either fully
trained or are receiving positive rewards, new nodes
may be added above the predefined maximum. This
effectively relaxes the predefined maximum to afford
plasticity when needed. This scheme for node inser-
tion/deletion is summarized in Algorithm 3.

4 Experimentation

This section describes the experimental data sets and
the neighborhood scenarios in which they were tested.
The experimental procedure sequence and key out-
come metrics are also given.

4.1 Data Collection

Gesture motion samples were collected at 30 Hz over
five second intervals for a total of 150 data points per
motion sample. Although RGB samples are also gen-
erated by the Kinect, these were not stored in order to
preserve user anonymity. The Kinect was set at ap-
proximately 2 m above the floor with the participant
in a pose a distance of 1.5 m from the Kinect The
Kinect was angled so that the eleven joints of the up-
per body were visible in the depth image (Figure 4).

Six participants each performed 50 repetitions
for each of the six candidate gestures. For the last
25 samples of each gesture, the participants were
asked to wear a flexible 1.1 kg weight around their
wrist. This was done in order to simulate de-
graded performance over time. Over the six par-
ticipants, a total of 300 samples of each gesture
were collected, or 1800 samples in all. Although
no particular choreography was required by the pro-
posed machine learning approach, performance mod-
els for these gestures were taken from the Ameri-
can Sign Language Dictionary (www.aslpro.com/cgi-
bin/aslpro/aslpro.cgi) to support repeatability across
the field of participants. Gestures were formed by mo-
tion of the actor’s left hand as shown in Figure 4.

Dynamic instants (DIs) were computed for each
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(a) Eat (b) Read (c) Rest

(d) Take (e) Give (f) Therapy

Figure 4: Kinect depth images showing skeletal tracking for an actor in a reclined pose. Trajectories of the actor’s
left hand sketched in green depict the candidate gesture motions.

sample. DIs are defined as the extrema of accelera-
tion in the motion of an actor. The five DIs of great-
est magnitude during the 5 s performance interval are
concatenated to form feature vectors (Figure 5) which
were presented to the system as described in Section
3.6.

2 k

10 VPP
1 kHz

IB
IC

IE

Dynamic Instant (DI) Format

DI 1 DI 4DI 2 DI 3 DI 5

Frame # X Y Z

20x1 Feature Vector

Dynamic Instant (DI)
4x1

Feature Vector
(5 concatenated DIs)

20x1

Frame #

x

y

z

DI 1

DI 4

DI 2

DI 3

DI 5

Figure 5: Feature vector format for a depth-sampled
gesture. Coordinates (x, y, z) of the five DIs of largest
magnitude are concatentated in chronological order
by frame number.

4.2 Data Sets
The 1800 gesture samples for the six candidate ges-
tures were divided into five data sets as given in Table
3. Data samples within the constrains shown in the ta-
ble were randomized across the range of participants.
This was done to exhibit the system’s ability to gen-
eralize across significant variations in user body type
and performance styles.

Table 3: Experimental data sets

Data
set #

# sam-
ples

Gesture types
included

Weights
worn

1 100 eat, read, rest No
2 350 eat, read, rest No
3 450 get, take, therapy No
4 450 eat, read, rest Yes
5 450 get, take, therapy Yes

4.3 Procedure
Data set 1 was used to initialize the GNG topology
to include a base set of 40 nodes. No action train-
ing was conducted during application of data set 1.
This was done using the Lone neighborhood forma-
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Algorithm 3 Node insertion/deletion
1: Apply a gesture input sample.
2: Determine the winner reference node refNode.
3: Perform the winner’s associated action vector.
4: Observe the user-generated reward.
5: if winner is trained and reward is cold or warm

then
6: Inflate local error: winner.E =

max(refNode[i].E) + 1.
7: if numNodes < maxNodeCnt then
8: A node will be inserted near winner.
9: else

10: Locate a cold node having the greatest sum of
connection ages.

11: if A cold node exists then
12: Target it for deletion by inflating connection

ages: C[i].age = ageMax+ 1.
13: else
14: numNodes is allowed to increase beyond

maxNodeCnt.
15: end if
16: A node will be inserted near winner.
17: end if
18: end if
19: GNG will perform node insertion and deletion in the

next time step.

tion scheme (although, the choice of neighborhood
formation method is not material at this stage of ex-
periment).

Data set 2 was applied to perform initial action
training upon which to judge plasticity and stability
as described below. This allowed the system to set up
the A (node list) and C (connection list) data struc-
tures (see Algorithm 1). Once trained, these struc-
tures fully define a mature GNG network for the eat,
read and rest gestures contained in the training set.
Data sets 3 through 5 were then applied in sequence
to demonstrate the following system capabilities, re-
spectively:

• Plasticity in learning actions for new gestures
(data set 3)

• Stability of past learning, with degraded perfor-
mance (weights worn) (data set 4)

• Stability of new learning with degraded perfor-
mance (weights worn) (data set 5)

Two complete passes through a given data set is
defined as an epoch. Using two passes allows nodes
to train or, for new nodes to be first inserted as de-
scribed in 3, and then trained. For each data set, a sin-
gle epoch was applied one sample at a time according
to the use model described in Section 3.6. Upon each

presentation of a sample to the system, a simulation
sequence was performed which included execution of
GNG, generation of robot action, and assignment of
reward. This sequence was repeated for the sample
until one of three terminating conditions was reached:

1. The reference node closest to the input gesture
sample became fully trained.

2. The input gesture sample received a negative re-
ward in the receptive field of a fully trained node.
In this case, the sample was immediately ig-
nored and an additional node was inserted near
the trained node according to Algorithm 3. Typi-
cally, an inserted node is trained on the following
pass through the data set.

3. A confusion threshold of 300 training iterations
was reached. This indicates that the formed
neighborhood is issuing conflicting action ad-
vice and the input sample is near an inter-cluster
boundary. In this case also, the sample was ig-
nored.

Using this procedure, a 3-epoch sequence was con-
ducted as described below. Following each epoch,
performance metrics were recorded. These included
the total number of nodes in the GNG network, the
number of fully trained nodes, the percentage of sam-
ples ignored, and the average number of training it-
erations per sample. These metrics were chosen for
their relationship to level of effort required by the user
in training the system. The sequence was conducted
for each of the five neighborhood formation methods
described in Table 1. The 3-epoch sequence is as fol-
lows.

Epoch 1: Demonstration of plasticity. With the sys-
tem initially trained using the training data set, a sin-
gle epoch using data set 3 is applied. Execution of
this epoch is intended to demonstrate the plasticity of
the GNG network to learn the take, give and therapy
gestures.

Epoch 2: Demonstration of stability of past learn-
ing. Data set 4 is applied in a single epoch. Execution
of this epoch is intended to demonstrate the stability
of the system learning implementation while adding
variation for degraded performance. If the implemen-
tation is indeed stable, the outcome would be expected
to reflect a network that retains past exposure to ges-
ture eat, read, and rest. That is, the performance met-
rics would be expected to show iteration counts which
remain tolerable to a human trainer.

Epoch 3: Demonstration of stability of new learn-
ing. Data set 5 is applied. This step reinspects the
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network for the stability of the take, give and therapy
gestures introduced by the test data set in Epoch 1,
with the added variation due to degraded performance.
Results for this procedure are given in Section 5.

5 Results
Typical results for execution of Epoch 1 in which data
set 3 was applied is given in Table 4. Given that the
GNG network was initially trained to the eat, read
and rest gestures, application of data set 3 shows that
the network exhibits plasticity in learning new ges-
ture types get, take and therapy under the proposed
use model.

Two metrics in particular are important in evaluat-
ing the model: (1) the percentage of samples ignored
and (2) the average number of training iterations per
sample. As previously mentioned, samples may be
ignored by either falling into the receptive field of a
node that is already trained, or by exceeding the con-
fusion threshold through excessive training iterations.
Ignoring such problem samples is justified based on
the assertion that non-action on the part of the robot
is preferred to persisting with training and ultimately
performing a potentially undesirable action. Further,
alteration of a previously trained action would nega-
tively affect the stability of past learning. This asser-
tion is predicated on the user making an accurate first
attempt at performing the gesture. Thus, the priority
for alteration of the system behavior is set in favor of
stability over attempting to adjust to a rapidly chang-
ing input distribution. It can be seen from Table 4 that
the percentage of samples ignored is relatively small,
averaging less than 10%.

The Clumpiness scenario ignores the fewest sam-
ples. This is attributable the clumpiness metric’s abil-
ity to assign actions based on cluster membership.
With well-defined clusters in the GNG network, the
proximity of any given gesture input to the cluster cen-
ter for its class is likely to be closer. Given the vari-
ability of human performance, the cluster separability
of the employed data set is poor. This can be seen in
the large average number of iterations required by the
Large neighborhood scheme. For well separated data,
larger neighborhoods could be expected to yield the
best results. Here, instead, increasing neighborhood
size shows decreased performance. The performance
of the clumpiness computation is, nonetheless supe-
rior. For more clearly separated data sets, the clumpi-
ness metric would be more likely to form its neigh-
borhood from nodes within its own class and thereby
facilitate even faster learning. The average numbers
of iterations is manageable, if still somewhat burden-
some to the user. This is attributable to variations in

Table 4: Results for application of new gesture types
to a trained network

Neighbor-
hood

Formation

#
Nodes

#
Trained
Nodes

Samples
Ignored

(%)

Average
Itera-
tions

Lone 52 49 12.0 11.05

Mean 51 48 8.2 21.58

Large 50 50 17.6 78.61

Floyd 79 64 7.3 47.99

Clumpiness 51 50 4.7 9.51

participant body type and performance style.
These results show that the fully trained network

which existed before the test data was first applied is
capable of learning new gestures in a relatively small
(tolerable to a human user) number of time steps.

Table 5 shows results from an Epoch 2 in which
data set 4 is applied to the network. In data set 4, new
samples for gestures eat, read and rest are reapplied
with degraded performance by the actor. These results
reflect the stability of the GNG implementation. A
network which had lost previous learning would show
less than tolerable average numbers of iterations and a
higher percentage of samples ignored. These results,
however, show that both the average number of itera-
tions and the percentage of samples ignored from the
training set are relatively small for all neighborhood
formation schemes excluding Large and Floyd. With
the exception of the Lone case, the number trained
nodes has increased which reflects the ability of GNG
to continuously adapt to changing input. Having pre-
viously learned many of the gestures in data set 3, the
topology of the network has been altered to accom-
modate wider interpretations of gestures that have in-
curred degraded performance.

It can be seen that Clumpiness still shows the
fewest samples ignored. This results from the fact that
fully trained nodes are not selected for action emula-
tion during neighborhood formation. This feature of
the system allows the Q-Learning to avoid what Knox
calls the Positive Circuits problem [48]. In the attempt
to maximize reward, Q-Learning may be expected to
select its next state from those with the greatest ex-
pected return (a trained node). However, in cases
where a neighborhood contains trained nodes which
are of a different gesture type from the input, selecting
them would be counterproductive. Thus, as the num-
ber of trained nodes increases, the available neighbor-

WSEAS TRANSACTIONS on COMPUTER RESEARCH

Paul M. Yanik, Anthony L. Threatt, 
Jessica Merino, Joe Manganelli, 

Johnell O. Brooks, Keith E. Green, Ian D. Walker

E-ISSN: 2415-1521 149 Volume 4, 2016



Table 5: Results for re-application previously traned
gestures (degraded)

Neighbor-
hood

Formation

#
Nodes

#
Trained
Nodes

Samples
Ignored

(%)

Average
Itera-
tions

Lone 43 42 38.2 7.28

Mean 51 49 22.9 33.20

Large 79 53 33.8 162.97

Floyd 70 66 26.7 43.68

Clumpiness 59 58 15.6 7.71

hood from which a node may learn shrinks. Here,
the Mean case chooses with similar productivity to
clumpiness by choosing form a small neighborhood
rather than seeking a cluster center.

Results from Epoch 3 indicate the ability of the
system to remain stable through the application of
data set 5 (get, take and therapy with degraded per-
formance). Table 6 shows results from this scenario.
Both the average numbers of iterations and the num-
ber of samples ignored have decreased from the first
application of this data set under all neighborhood
formation schemes. However, multiple executions of
this experimental procedure do not show a clear best
strategy for selecting nodes under the applied learning
paradigm and use model. The Clumpiness method,
however, is frequently seen to ignore the fewest sam-
ples. Although not reported quantitatively here, sub-
sequent epochs for the available data sets typically re-
sult in convergence toward zero iterations per sample:
the entire network having become fully trained.

The fact that the network may become, effec-
tively, an associative memory with perfect recall of all
input samples may be seen as problematic. The node
insertion/deletion scheme of Algorithm 3 may insert
nodes between clusters in regions where class deci-
sion boundaries overlap. Our method, in its present
form, will ultimately be guilty of overfitting the prob-
lem. It will have placed too fine-grained a general-
ization on the input space, causing it to behave poorly
in situations where gesture choreographies closely re-
semble one another between classes. A more discrim-
inating method for node insertion (possibly consider-
ing inter-node distance) would need to be considered
in order to better temper the system when handling
poorly separated data.

Table 6: Results for re-application of new gesture
types (degraded)

Neighbor-
hood

Formation

#
Nodes

#
Trained
Nodes

Samples
Ignored

(%)

Average
Itera-
tions

Lone 48 47 7.3 2.64

Mean 60 58 8.2 7.67

Large 86 65 8.2 26.42

Floyd 75 71 5.1 4.09

Clumpiness 64 62 2.9 2.58

6 Conclusions
In this paper, a robot control model based on arm-
scale gesture has been proposed which considers the
effort required by a human user to train a ART or other
robotic agent to a desired behavior. The model aims
at reducing the number of training iterations which
must be performed by a human trainer in order for the
robot to robustly learn a collection of gestured com-
mands in the presence of changing/degrading perfor-
mance. It is shown that sensorimotor mapping using
GNG with Q-learning offers human-tolerable training
durations. The clumpiness distance metric is shown to
perform best as a means of neighborhood formation in
the GNG cloud. Modifications to GNG are also pre-
sented which facilitate both plasticity and stability of
learning.
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