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Abstract: - This paper describes the original results obtained in the field of multi-beam annular ring antenna array pattern synthesis for the modes TM$_{11}$ and TM$_{12}$, by applying an iterative algorithm for phased arrays, which is able to produce low side-lobe level patterns with multiple prescribed main lobes. The proposed method is based on the adaptive particle swarm optimization algorithm. This solution is characterized by its simple implementation and a reduced computational time to achieve the desired radiation patterns. These advantages make the presented algorithm suitable for a wide range of communication systems. The original results obtained in the field of antenna array pattern synthesis are presented and, several illustrative examples are simulated to verify the validity of the proposed method.
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1 Introduction
Antenna arrays are becoming a very important component of modern communication systems because of the exhaustive technological improvement in this field and the rapidly rising requirements [1]. The annular ring has received considerable attention, when operated in its fundamental TM$_{11}$ mode. This printed antenna is smaller than its rectangular or circular counterparts. The annular ring may also be somewhat broadband in nature when operated near the TM$_{12}$ resonance [2]. It has been shown that the structure is a good resonator (with very little radiation) for TM$_{m}$ modes (m odd), and a good radiator for TM$_{m}$ modes (m even) [3]. As discussed in previous works, the recent meta-heuristic methods have found application in several communication systems, and have therefore increased the interest of the research community in the synthesis of microstrip antenna arrays [4-5]. The algorithms used must be able to produce radiation patterns with multiple main lobes to the desired directions and for some practical applications, should be able to perform the synthesis by acting on both parameters, i.e. the amplitudes and phases of excitations for the two modes TM$_{11}$ and TM$_{12}$.

Among the large number of available amplitude-phase techniques, the solutions that produce patterns with multiple main lobes are usually developed for arrays having a square radiator [6-7].

In this paper, an efficient method for the pattern synthesis of linear and planar multibeam annular ring antenna arrays is presented. A multi-beam pattern is achieved by finding the excitation magnitude and phase of each array element, for the two modes TM$_{11}$ and TM$_{12}$. The proposed method is based on the adaptive particle swarm optimization, and the linear and planar antenna array synthesis was modeled as a mono-objective optimization problem. To verify the validity of the technique, several illustrative examples are simulated, and multi-beam patterns are demonstrated.

2 Theorical Considerations
The far field annular ring antenna in the plane ($\bar{\theta}$, $\bar{\varphi}$) is expressed by equations (1) and (2) [8].
The antenna characteristics are as follows: \( \varepsilon_r = 2.32; \) \( H_s = 1.59\, \text{mm}; \) \( r_1 = 35\, \text{mm}; \) \( r_2 = 70\, \text{mm}. \)

In this paper an annular-ring microstrip antenna is applied for TM_{11} and TM_{12} modes at the resonance frequencies 0.6 GHz and 2.6 GHz, respectively. An array antenna can be defined as a collection of individual elements in which the location and feeding are properly selected such that to enforce a desired far field pattern. Usually, array antennas are used when it is important to have a directive beam [9].

The far field radiated in free space from a linear array, composed of \( N \) identical sources of directivity diagram \( \tilde{f}(\theta, \phi) \), each one localized at position \( x_i \) can be written as:

\[
\tilde{E}(M) = \sum_{i=1}^{N} \tilde{E}_i(M) = \sum_{i=1}^{N} \tilde{f}(\theta) \frac{w_i}{S_i M} e^{-j k_0 |S_i M|} \quad (3)
\]

Where \( k_0 \) is the wave number, \( \theta \) and \( \phi \) the angular directions, and \( w_i = a_i e^{-j \phi_i} \) the complex excitation.

Fig. 1 Geometry of a circular ring microstrip antenna

Fig. 2 Linear ring antennas array

The directivity pattern \( F(\theta, \phi) \) is a function of the two direction angles \( \theta \) and \( \phi \). If \( \phi \) is fixed, the pattern \( F(\theta, \phi) \) could be conformed in the E plane or H plane. We are interested in the synthesis of linear arrays in the plane \( \phi = 0 \). An antenna array, which consists of \( M \) rows and \( N \) columns of elements, arranged along a rectangular grid in the \( xoy \) plane, is shown in figure 3. The array has an element spacing of \( \Delta x \) in the \( x \)-direction and \( \Delta y \) in the \( y \)-direction.

The far field can be expressed as follows:

\[
F(\theta, \phi) = \sum_{m=1}^{N} \sum_{n=1}^{N} W_{mn} e^{j k_0 (X_m \cos \phi + Y_n \sin \phi)} \quad (4)
\]

\[
W_{mn} = W_m \times W_n \quad (5)
\]

Where \( W_{mn} \) is the 2-D weight distribution of the array.

Fig. 3 Element layout of uniform planar array.
The array factor in dB is given by:

$$P(\theta, \phi) = 20 \log(F(\theta, \phi)_{\text{normalised}})$$  \hspace{1cm} (6)$$

The mathematical statement of the optimization process is:

$$\text{Find } \max f(v) \rightarrow v_{\text{opt}}$$  \hspace{1cm} (7)$$

Where $f(v)$ is the objective function of parameter variable $v$.

The optimization process can be modeled by minimizing the difference between the desired and calculated patterns. Mathematically, the optimization problem can be written as:

$$f = \max - \int_{0}^{\pi} \left| F_d(\theta, \phi) - F(\theta, \phi) \right| \, d\theta \, d\phi$$  \hspace{1cm} (8)$$

### 3 Adaptive Particle Swarm Algorithm

Modern heuristic algorithms are considered as practical tools for nonlinear optimization problems, which do not require the objective function to be differentiable or continuous. The particle swarm optimization (PSO) algorithm, as discussed by Xiao [10], is an evolutionary computation technique, which is inspired by social behavior of swarms. PSO is similar to the other evolutionary algorithms, i.e. the system is initialized with a population of random solutions. Each potential solution, or particle, flies in a $D$-dimensional space with a dynamically adjusted speed. It is important to take into account the best position of the particle and the best positions of the particles of the neighborhood. The location of the $i^{th}$ particle is represented as $X_i = (x_{i1},...,x_{id},...,x_{iD})$. The best previous position (which gives the best fitness value) of the $i^{th}$ particle is recorded and represented as $P_i = (p_{i1},...,p_{id},...,p_{iD})$, which is also called $p_{\text{best}}$. The index of the best $p_{\text{best}}$ among all the particles is represented by the symbol $g$. The location $P_g$ is also called $g_{\text{best}}$. The velocity of the $i^{th}$ particle is represented as $V_i = (v_{i1},...,v_{id},...,v_{iD})$. The particle swarm optimization consists of, at each time step, changing the velocity and location of each particle toward its $p_{\text{best}}$ and $g_{\text{best}}$ locations according to equations (9) and (10), respectively:

$$V_{id} = w \times V_{id} + c_1 \times \text{rand}(\cdot) \times (p_{id} - x_{id}) + c_2 \times \text{rand}(\cdot) \times (g_{id} - x_{id})$$  \hspace{1cm} (9)$$

$$x_{id} = x_{id} + V_i$$  \hspace{1cm} (10)$$

Where $w$ is the inertia weight, $c_1$ and $c_2$ the acceleration constants, as discussed by Eberhart [10], and $\text{rand}(\cdot)$ is a random function in the range $[0, 1]$. In equation (9), the first part represents the inertia of the previous velocity; the second part is the cognition part, which represents the private thinking by itself, and the third part is the social part, which represents the cooperation among the particles, as discussed by Kennedy [11]. $V_i$ is clamped to a maximum velocity $V_{\text{max}} = (v_{\text{max},1},...,v_{\text{max},d},...,v_{\text{max},D})$. $V_{\text{max}}$ determines the resolution with which regions between the present and the target position are searched, as discussed by Eberhart [12]. The process for the implementation of PSO is as follows:

a). Set the current iteration generation $G_c=1$. Initialize a population which includes $m$ particles. The $i^{th}$ particle has a random position $X_i$ in a specified space. For the $d^{th}$ dimension of $V_i$, $v_{id} = \text{rand}(\cdot) \times V_{\text{max},d}$ where $\text{rand}(\cdot)$ is a random value in the range $[-1, 1]$;

b). Evaluate the fitness of each particle;

c). Compare the evaluated fitness value of each particle with its $p_{\text{best}}$. If the current value is better than $p_{\text{best}}$, then set the current location as the $p_{\text{best}}$ location. Furthermore, if the current value is better than $g_{\text{best}}$, then reset $g_{\text{best}}$ to the current index in the particle array;

d). Change the velocity and location of the particle according to the equations (9) and (10), respectively;

e). $G_c = G_c + 1$, loop to step b) until a stop criterion is met. Usually a sufficiently good fitness value or $G_c$ achieves a predefined maximum generation $G_{\text{max}}$.

The particle swarm optimization (PSO) includes the following parameters: number of particles $m$, inertia weight $w$, acceleration constants $c_1$ and $c_2$, maximum velocity $V_{\text{max}}$. As evolution goes on, the swarm might undergo an undesired diversity loss. Some particles become inactive so they lose both the global and local search capabilities in the next generations. For a particle, the loss of global search capability means that it will be flying only within a quite small space, which will occur when its velocity is quite small (which means not significant changes) and when its velocity is close to zero for all dimensions. The loss of local search capability means that the possible flying cannot lead to a perceptible effect on its fitness. From the theory of self-organization, as discussed by Nicolis [13], if the system is going to be in equilibrium, the evolution process will stagnate. If $g_{\text{best}}$ is located at a local optimum, then the swarm becomes premature convergence, as all the particles become inactive. To stimulate the swarm with sustainable development, the inactive particle should be adaptively replaced by a fresh one so as to...
keep the non-linear relations of feedback in equation (9) efficient by maintaining the social diversity of the swarm. However, it is hard to identify the inactive particles, since the local search capability of a particle is highly depended on the specific location in the complex fitness landscape for different problems. Fortunately, the precision requirement for the fitness value is easily found from the fitness function. The adaptive PSO is executed by substituting step d) of the standard PSO process, by the pseudo code of the adaptive PSO that is shown in figure 4.

\[
\text{for } (i = 0; i < m; i++) \\
\quad \text{IF } (i = g \&\& [\Delta F_i] < \varepsilon) \\
\quad \quad \text{THEN similar Count[i]+; // add1} \\
\quad \quad \text{ELSE similar Count[i]=0; // reset} \\
\quad \quad \text{IF (similar Count[i] > T_c)} \quad \text{// predefined count} \\
\quad \quad \quad \text{THEN replace (the } i^{th} \text{ particle);} \\
\quad \quad \text{ELSE execute (step d) in standard PSO} \\
\]

Fig.4 Inserted pseudo code of adaptive PSO

\[ F_i \] is the fitness of the \( i^{th} \) particle, \( F_{g_{best}} \) is the fitness of \( g_{best} \), \( \Delta F_i = f(F_i, F_{g_{best}}) \), \( f(x) \) is an error function, \( \varepsilon \) a predefined critical constant, depending on the precision requirement. \( T_c \) is the count constant. The replace () function is used to replace the \( i^{th} \) particle, where \( X_i \) and \( V_i \) are reinitialized using the process in step a) of standard PSO, and its \( p_{best} \) is equal to \( X_i \). The array \( \text{similar Count[i]} \) is employed to store the counts which successively satisfy the condition \( |\Delta F_i| < \varepsilon \) for the \( i^{th} \) particle which is not \( g_{best} \). The inactive particle naturally satisfies the replace condition; however, if the particle is not inactive, it has less chance to be replaced as \( T_c \) increases.

For APSO, \( \Delta F_i \) is set as a relative error function, which is \( (F_i - F_{g_{best}}) / \text{Min } (abs(F_i), abs(F_{g_{best}})) \), where \( abs(x) \) is the absolute value of \( x \), \( \text{Min}(x_1, x_2) \) the minimum value between \( x_1 \) and \( x_2 \). The critical constant \( \varepsilon \) is set to 0.0001, and the count constant \( T_c \) to 3. For the problem at hand, the number of dimensions is equal to twice the number of antenna elements, because both the phase and position of each parameter must be specified by the PSO. A swarm of 40 particles was used. The algorithm parameters \( c_1 \) and \( c_2 \) specify the relative weight that the global best position has versus the particle’s own best. Empirical testing has found that 0.5 is a reasonable value for both \( c_1 \) and \( c_2 \). Linear velocity damping was applied with the upper limit equal to 0.9. Velocity damping improves the convergence behavior of the particle swarm by gradually increasing the relative emphasis of the global and own best positions on a particle’s velocity. The upper limit of the inertia weight is 0.9 and the lower limit is 0.4.

4 Numerical Results

The aim of the synthesis technique presented in this section is to optimize a multibeam linear uniform array in such a way that its main lobes occur exactly at some given angles, with maximum tolerance on the sidelobe level using complex weight excitations. The method has been applied to the design of eight uniform arrays for two modes TM_{11} and TM_{12}. The optimized design of multibeam antenna arrays is reported with numerical results.

The case of an array with 12 elements and \( \lambda/2 \) spacing is introduced. This array is supposed to generate two beams directed at the two angles 70° and 110°, for the two modes TM_{11} and TM_{12}, respectively. Figures 5 and 6 show the normalized output pattern in dB, and the relative amplitudes of the two beams are equal to unity for both modes. The maximum side-lobe levels are equal to -17.09 dB and -18.06 dB for the two modes TM_{11} and TM_{12}, respectively.

For the design specifications of amplitude-phase synthesis, the adaptive particle swarm optimizer (APSO) is run for 120 iterations and 200 iterations for the modes TM_{11} and TM_{12}, respectively, as shown in figures 7 and 8.

The distribution of the amplitude and phase excitation law of the radiating elements in the periodic array is shown in figure 9.
The second example belongs to the synthesis of a 12 radiators linear array, where the amplitudes and phases are modified. The adaptive particle swarm optimization is able to produce patterns with two prescribed main lobes, at 90° and 110° for both modes TM11 and TM12, while limiting the side-lobe level. The amplitude phase synthesis gave the maximum side lobe levels of -18 and -19.50 dB, for the two modes TM11 and TM12, respectively. The adaptive particle swarm optimization was run for 100 iterations for the two modes with an initial population of 40 particles. The optimized excitation magnitudes and phases of the array elements are shown in figure 14.
Fig. 10 Normalized pattern TM$_{11}$

![Fig. 10 Normalized pattern TM$_{11}$](image1)

Fig. 11 Normalized pattern TM$_{12}$.

![Fig. 11 Normalized pattern TM$_{12}$](image2)

Fig. 12 The convergence curve TM$_{11}$.
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Fig. 13 The convergence curve TM$_{12}$.
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Fig. 14 Excitation amplitudes and phases by APSO for the two modes.

![Fig. 14 Excitation amplitudes and phases by APSO for the two modes](image5)

The third numerical example refers to the same array and is obtained by imposing three maxima along the desired directions. It can be noticed that, when the proposed algorithm is used, the beams can be oriented exactly in the required directions. The
proposed method yielded the patterns shown in figures 15 and 16, for TM$_{11}$ and TM$_{12}$ modes, respectively. After 100 and 250 iterations, the fitness value reached its maximum and the optimization process ended due to meeting the design goal for both modes TM$_{11}$ and TM$_{12}$. The fitness convergence curves are presented in figures 17 and 18. The synthesis results obtained for the two modes TM$_{11}$ and TM$_{12}$ are depicted in figure 19.

Our proposed method can be extended to the planar antenna array which consists of 10×10 annular ring antennas equally spaced by 0.5 λ along
the directions Ox and Oy. The synthesis objective was to obtain a pattern with two narrow beams in the desired directions for the two modes TM_{11} and TM_{12}, by acting on the amplitudes and phases of sources while achieving a minimum peak sidelobe level. Satisfactory results were obtained and multibeam patterns were achieved and plotted in the polar coordinate system, as shown in figures 20 and 21.

The excitation amplitudes and phases of the elements are depicted in figures 24 and 25, for both modes TM_{11} and TM_{12}. For the design specifications, the modified particle swarm optimization method is run for 200 iterations, for both modes TM_{11} and TM_{12}.

Fig.20 Normalized pattern TM_{11}.

Fig.21 Normalized pattern TM_{12}.

Fig.22 The convergence curve TM_{11}.

Fig.23 The convergence curve TM_{12}.
maximum directivity to be guaranteed in the desired angles and the side lobe levels to be kept below an assigned value.

4 Conclusion

This paper presents a rigorous synthesis of multibeam annular ring antenna arrays using the adaptive particle swarm optimization algorithm for two modes TM_{11} and TM_{12}. An acceptable side lobe level (SLL) was obtained while high directivities and narrow beams were achieved. Results show a very good agreement between the desired and the synthesized specifications, for the two modes. Important results showed the effectiveness of the proposed adaptive swarm optimization algorithm in finding the optimized complex weight vectors.
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