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Abstract--Ad hoc wireless networks are characterized by multi-hop wireless connectivity, infrastructure less 

environment and frequently changing topology. To analyze the performance of routing protocols in MANETs in the 

real world, a scenario based simulation analysis is required since there is a lack of necessary infrastructure for their 

deployment. Most of the earlier work done in this field have assumed the Random Waypoint model, which fails to 

capture the realistic movement of the nodes. In this paper, we describe a set of experiments conducted to analyze the 

performance of the Preemptive DSR routing protocol in a battlefield scenario. BonnMotion Software(Java based) is 

used to create and analyses mobility scenarios. Initially an explanation of the experimental metrics and the setup is 

described, followed by the scenarios used for our simulations. The results give an idea of how the Preemptive DSR 

protocol behaves in the given scenario and helps identify the metrics for optimal performance of the protocol.  
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1. Introduction 
 

A mobile ad-hoc network (MANET) is a self 

configuring network of mobile  nodes connected by 

wireless links, the union of  which forms an arbitrary 

topology. The nodes are free to move randomly and 

organize themselves arbitrarily; thus, the network’s 

wireless topology changes rapidly and unpredictably. 

Proactive MANET protocols are table driven and will 

actively determine the layout of the network. Through a 

regular exchange of packets meant for network topology 

between the nodes of the network, a complete picture of 

the network is maintained at every node. Hence there is 

minimal delay in determining the route to be taken.  

Reactive MANET protocols only find a route to the 

destination node when there is a need to send data. The 

source node will start by transmitting route requests 

throughout the network. The sender will then wait for 

the destination node or an intermediate node (that has a 

route to the destination) to respond with a list of 

intermediate nodes between the source and the 

destination. This is known as the global flood search, 

that in turn brings about a significant delay before the 

packet is transmitted. Since each of the proactive and 

reactive routing protocols suits well in oppositely 

different scenarios, there is good reason to develop 

hybrid routing protocol that is a mix of both proactive 

and reactive routing protocols. The hybrid protocol is 

applied to find a balance between the proactive and the 

reactive protocols.[1][2][23] 

In ad-hoc networks, two nodes communicate with each 

other in a peer-to-peer fashion. The routes has multiple 

hops, and hence are called multi-hop networks. Each 

node can able to communicate with the adjacent nodes 

in its range, and for those which are beyond its range, 

the node takes the help of other intermediate nodes to 

relay its messages. That is, each node acts as a router to 

forward messages.  However, node mobility may cause 

links to be broken frequently, and how to select reliable 

paths becomes one critical issue for routing. Hence, 

using stable links is crucial for establishing reliable 

communication paths between mobile nodes. The 

routing protocol must react promptly to recover from 

link and node failures and to take advantage of new 

links. For these reasons, existing routing protocols 

designed for fixed networks are unsuitable, and routing 

in MANET is a major issue.[25] 

 

2. Dynamic Source Routing Protocol 
The Dynamic Source Routing (DSR) protocol is a 

simple and efficient routing protocol designed 

specifically for use in multi-hop wireless ad hoc 

networks of mobile nodes[8]. The DSR protocol allows 

source nodes to dynamically finds a route to any 

destination node in the ad hoc network. Each data 

packet sent has in its header the complete ordered list of 
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nodes through which the packet must pass, and avoiding 

the need for up-to-date routing information in the 

intermediate nodes through which the packet is 

forwarded. DSR cache the routing information for future 

use. DSR protocol contains two major phases, route 

discovery and route maintenance. 
 

Route Discovery: It is the process by which a source 
node S needs to send a packet to a destination node D 

and hence obtains a route to D. Route Discovery is used 

only when source node S needs to send a packet to 

destination node D, it looks up its route cache to locate 

an unexpired route to the destination and if it fails, then 

it initiates the route discovery process through 

broadcasting a Route Request (RREQ) packet. Each 

node on receiving a RREQ packet, it rebroadcast the 

packet to its neighbors if it has not forwarded already. 

Route Request packet (RREQ) contains <Destination 

Address, Source Address, route Record, Request ID> 

[8]. On receiving the RREQ packet the destination 

replies the RREQ packet the destination replies to the 

source with a Route Reply (RREP) packet. When an 

intermediate node detects that the link to the next-hop 

node towards the destination is broken, it immediately 

remove this link from the route cache and returns a route 

error message to the source node. The source node again 

activates a new route discovery. DSR works for small to 

medium size MANET when nodes speed is moderate 

and every node has enough battery power. 

 

Its main feature is that every data packet follows the 

source route stored in its header. This route gives the 

address of each node through which the packet should 

be forwarded in order to reach its final destination. Each 

node on the path has a routing role and must transmit the 

packet to the next hop identified in the source route [8]. 
 

Route Maintenance: Each node maintains a Route cache 

in which it stores every source route it has learned. 

When a node needs to send a data packet, it checks first 

its route cache for a source route to the destination. If no 

route is found, it attempts to find new route using the 

route discovery mechanism and hereby increases the 

control overhead and connection setup delay. To 

overcome these drawbacks we propose Preemptive 

Dynamic Source Routing Protocol for Wireless Ad-Hoc 

Networks with Backup Route [6][2]. 
 

3. Preemptive DSR 
 

We have proposed this algorithm in the earlier work[8]. 

Assumptions: 

We assume that all nodes wishing to communicate with 

other nodes within the ad hoc network are willing to 

participate fully in the protocols of the network. Each 

node participating in the network should also be willing 

to forward packets for other nodes in the network. 
 

We refer to the minimum number of hops necessary for 

a packet to reach from source to destination. We assume 

that he diameter of an ad-hoc network will be small(5 to 

10 hops), but greater than 1. Packets may be lost or 

corrupted in transmission on the ad-hoc wireless 

network. A node receiving a corrupted packet can detect 

the error and discard the packet. 
 

Nodes within the ad hoc network may move at any time 

without notice, and may even move continuously, but 

we assume that the speed with which nodes move is 

moderate with respect to the packet transmission latency 

and wireless transmission range of that particular 

network hardware in use. Preemptive DSR can support 

very rapid rates mobility, but we assume that nodes do 

not continuously move with high peed, because it may 

flood data packet in ad-hoc wireless networks. The 

wireless communications link between each pair of 

nodes will be bi-directional. But some time the wireless 

link between two nodes may be uni-directional also. 

       A.  Route Discovery:  
Step 1: When a source node S wants to send a data, it 

broadcast the RREQ packet to its neighbor nodes. 

Step 2: When an intermediate node on the route to the 

destination receives the RREQ packet, it appends its 

address to the route record in RREQ and re-broadcast 

the RREQ. 

Step 3:When the destination node D receives the first 

RREQ packet, it starts a timer and collects RREQ 

packets from its neighbors until quantum q time expires. 

Step 4:The destination node D finds the two (primary 

+Backup) best routes from the collected paths (Step 3) 

within the quantum q time. 

Step 5: The destination node D sends RREP packet to 

the source node S by reversing (RREQ) packets which 

includes the two routes (Primary +Backup) for further 

communication. 
 

B. Route Monitoring: 
Step 1: Each intermediate node on the route starts 

monitoring the signal strength. 

Step 2: If signal strength falls below the specified 

threshold T, it will send a warning message “Path likely 

to be disconnected”, to the source node S. 
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C. The Source node S Communicates with 

destination node D: 
Step 1: The source node S starts Communicating with 

destination node D using primary path. 

Step 2:On receiving the warning message from the 

intermediate node, it starts communicating destination 

node D with the backup route also. 

Step 3: If source node S receives the acknowledgement 

form the destination node D go to step 4 else step 5. 

Step 4: Preemption, switch over from Primary to 

Backup route. 

Step 5: Initiates Route Discovery Process. 
 

D. Prediction Mechanism 
The main goal of our approach is to avoid sending 

unnecessary warning messages. In this work, we 

consider that anode is in an unsafe or preemptive region 

if the signal it receives from a predecessor node is below 

a threshold signal strength Pt. Once a node enters this 

zone, we make at least three consecutive measurements 

of the signal strength of packets received from the 

predecessor node, and predict link failure using the 

Lagrange interpolation. This interpolation has the 

following general form: 

      
We store the power strengths of the three signals and 

their times of occurrence. When two consecutive 

measurements give the same signal strength, we store 

the time of the second occurrence. The expected signal 

strength P of the packets received from the predecessor 

node is computed as follows: 

 
Where P0, P1, P2 are the measured power strengths at 

the  measurement times t0, t1, and t2, respectively. The 

time t is 

the sum of the time needed for discovering an 

alternative path (Discovery Period), the last 

measurement time t2, and the average value of the 

measurement times t0, t1, and t2. That is: 

 

  

When P is lower than the minimum accepted power (-81 

dB) a warning message is sent to the predecessor node. 

This node then starts a local repair procedure to find 

alternative paths to the destinations reached using the 

link to the node that sent the warning message. 
 

4. Mathematical Analysis 
 

A. Node Stability : Let gi be the probability that node 
i is unstable.    

i

T o ta l M o tio n tim e o f n o d e i
g 1

T o ta l m o tio n tim e o f i to ta l p au s e tim e o f i
= ≤

+

 

Pause time is the time duration that the node remains 

stationary. The node stability is defined as:  
  

i iS 1 g= −   

 

B. Link Stability : It is the Probability of the link i-j 
formed by nodes i and j is stable. Let Si and Sj 

respectively denote the stability of nodes i  and j. Then 

the link stability is given by  

  ( ) ( )ij i j i jS S * S 1 g * 1 g= = − −   

 

C. Path Stability: A path is stable if all the 

intermediate links are stable. Let Fl denote the stability 

of the path l and Slij. Be the stability of the link i-j along 

the path l. then we have.  

 ( )

j i 1

n 1

12 23 lijn 1 n
Fl Sl *Sl *........Sl S

i 1
= +

−

−= =
−
∏  

D.Assumptions :  
We Assume the following to show that the use of 

multiple routes provide increased stability.  

1. Number of intermediate nodes between 

S(Source) and D(Destination) is always n 

(fixed).  

2. Same mobility for each node and hence every 

link has same probability of breakage.  

3. Each node moves for a fixed period of time say 

m, randomly and then remains in rest for a fixed 

period of time P, which is the pause time. The 

probability of a node being stable at time T is 

given by.  

Stability = Total Pause time up to time T/T. The in 

stability of a node is, Instability = 1-stability.  
 

E.Mathematical Model 
 

Consider a source node S and a destination node D, and 

a route Ro from S to D.  
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Probability that Ro will not fail (Fo) = Probability that all 

of the intermediate links will be stable.  

                

j i 1 j i 1

n 1 n 1

o oij oij oj

i 1 i 1

F S S *S

= + = +

− −

= =

= =∏ ∏  

Hence, the probability  that Ro will fail = the probability 

that communication link will break.  

         
j i 1

j i 1

n 1

1 o o oij

i 1

n 1

oi oj

i 1

G 1 F F 1 S

1 S *S

= +

= +

−

=

−

=

⇒ = − = = −

= −

∏

∏
  

Consider two parallel routes R1 and R2 between S and 

D.  

Probability that R1 will not fail,  

j i 1

j i 1

n 1

1 1ij

i 1

n 1

1i ij

i 1

F S

S *S

= +

= +

−

=

−

=

=

=

∏

∏
 

Probability that R2 will not fail,  

  
j i 1

j i 1

n 1

2 2ij

i 1

n 1

2i 2 j

i 1

F S

S *S

= +

= +

−

=

−

=

=

=

∏

∏
 

Hence, probability that both R1 and R2 will fail.  

 ( ) ( )2 1 2G 1 F * 1 F⇒ = − −   

             

j i 1 j i 1

n 1 n 1

1ij 2ij

i 1 i 1

1 S * 1 S

= + = +

− −

= =

   
   = − −
   
   
∏ ∏  

For simplicity, we assume that the stability of each link 

is S. So we have  

lij i, j,kS S,= ∀   

Therefore we have the probabilities  

  

n 1
n 1

1

i 1

G 1 S 1 S
−

−

=

= − = −∏  

                              and  

                

n 1 n 1

2

i 1 i 1

G 1 S * 1 S
− −

= =

   
= − −   
   
∏ ∏  

                       ( ) ( )n 1 n 11 S * 1 S− −= − −  

                       ( ) ( )
2 2n 1

1 11 S G G−= − = ≤  

        ( )n 11 s 1−− ≤∵  

In general, for the such parallel routes we would have  

   ( )kk 1G G=  

So, the probability of communication link breakage 

between source and Destination reduces exponentially if 

parallel routes are used. In other words, communication 

becomes more stable when multiple routes are used.    

 
 

5.Performance Evaluation of Preemptive 

DSR in a Battlefield Scenario 
 

As explained earlier, the Preemptive DSR routing 

protocol uses a combination of table-driven and reactive 

methods to achieve optimal performance. It has been 

found previously, that PDSR achieves a higher packet 

delivery fraction and lower latency than the table-driven 

protocols. Further, it also adapts well to node mobility 

and link changes. In the following sections we describe 

the experiments carried out to analyze the performance 

of PDSR in a battlefield scenario. It is found that PDSR 

achieves high packet delivery fraction, low end to end 

delay and normalized routing loads in medium size 

networks with lower mobility of nodes. 

 

Experimental Setup and Metrics 
The ns-2 simulator was used for the experiments. We 

now describe the traffic pattern, the scenario description 

and the metrics that were used for the experiments.  

(i) The traffic pattern 
The parameters used were as follows –  

 

Type of traffic  Constant Bit Rate  

Packet Size 512 bytes 

Packet Rate 4 pkts/sec 

Maximum number of 

connections  

20 

              Table1: Traffic pattern 
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(ii) Scenario description 
 

BonnMotion is a Java software which creates and 

analyses mobility scenarios. It is developed within the 

Communication Systems group at the Institute of 

Computer Science of the University of Bonn, Germany, 

where it serves as a tool for the investigation of mobile 

ad hoc network characteristics. The scenarios can also 

be exported for the network simulators ns-2, ns-3, 

GloMoSim/QualNet, COOJA, MiXiM, and ONE. 

Several mobility models are supported, namely 

• the Random Waypoint model, 

• the Random Walk model, 

• the Gauss-Markov model, 

• the Manhattan Grid model, 

• the Reference Point Group Mobility model, 

• the Disaster Area model, 

• the Random Street model, 

• and more.[11] 

It generates the movements of nodes in an ad hoc 

network as a trace file which can be imported into ns-

2..The following metrics were used to depict a 

battlefield scenario.  

Dimensions  2000*2000 

Mobility Model Reference Point 

Group Mobility 

Model (RPGM) 

No. of nodes 50 

Min. speed 1 m/s 

Max. speed  5 m/s 

Average number of 

nodes in a group 

10 

Probability of group 

change 

0.01 

Pause time  60 sec 

  Table 2: Parameters for the battlefield scenario 
 

(iii)  Metrics:  
The following metrics are used for performance 

evaluation. 

a. Packet Delivery Fraction (PDF): This is the ratio of 

total number of packets successfully received by the 

destination nodes to the number of packets sent by the 

source nodes throughout the simulation.  

ntPacketsnumberOfSe

etsceivedPacknumberOf
PDF

Re
=  

This estimate gives us an idea of how successful the 

protocol is in delivering packets to the application layer. 

A high value of PDF indicates that most of the packets 

are being delivered to the higher layers and is a good 

indicator of the protocol performance. 

b. Normalized Routing Load (NRL): This is 

calculated as the ratio between the no. of routing packets 

transmitted to the number of packets actually received 

(thus accounting for any dropped packets). 

ceivedtaPacketsnumberOfDa

tsSentutingPackenumberOfRo
NRL

Re
=  

This metric gives an estimate of how efficient a routing 

protocol is since the number of routing packets sent per 

data packet gives an idea of how well the protocol 

maintains the routing information updated. Higher the 

NRL, higher the overhead of routing packets and 

consequently lower the efficiency of the protocol. 

c. Average end to end delay (AED) : This is 

defined as the average delay in transmission of a packet 

between two nodes and is calculated as follows- 

ceivedrOfPacketstotalNumbe

SenttimePacketceivedtimePacket

AED

n

i

i

Re

)Re(
0

i∑
=

−
=  

A higher value of end-to-end delay means that the 

network is congested and hence the routing protocol 

doesn’t perform well. The upper bound on the values of 

end-to-end delay is determined by the application. For 

example multimedia traffic such as audio and video 

cannot tolerate very high values of end-to-end delay 

when compared to FTP traffic. [17][20] 

(iv) Research methodology 
Three parameters in the battlefield scenario were varied 

- pause time, the total number of nodes and average 

number of nodes in a group and their impact on the three 

metrics described above were studied. The results are 

discussed in the next section. 

 
 

VI. Results 
i. Effect of varying the number of nodes 
The number of nodes was varied from 50 to 100 and the 

effect on PDF, NRL and AED was studied. The results 

can be found in table 3 and figures 1, 2 and 3.  
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It  is found that the packet delivery fraction decreases as 

the number of nodes in the network increases. This is 

due to the fact that as number of nodes increases, the 

congestion in the network also increases and hence the 

number of lost packets due to retransmission also 

increases.  

Further, since PDSR uses a table driven approach, the 

processing delay at the nodes also increases with an 

increase in the size of the network thereby accounting 

for the higher end-to-end delay. The normalized routing 

load increases with an increase in number of nodes due 

to an increase in the routing packets in the 

network.

     
      Table 3: Effect of varying the number of nodes 

 
   Figure 1: Effect of varying the number of nodes on the    

                 pause time 

  

 
 Figure 2: Effect of varying the number of nodes on the   

               Average end-end delay 

 

 
   

Figure 3: Effect of varying the number of nodes on the  

                           Normalized Routing Load 

The blue circles in figures 1, 2 and 3 represent the 

“optimal points” which corresponds to the highest PDF, 

lowest end-to-end delay and the lowest normalized 

routing load. It is found that for 60 nodes we achieve 

this optimal point. 

 

ii. Effect of varying the pause time  
The effect of varying the pause time on the three metrics 

are shown in table 4 and the corresponding graphs are 

shown in figures 4,5 and 6. It can be inferred that as 
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pause time varies, the packet delivery fraction also 

increases. This is due to the fact that as pause time 

increases, the relative mobility of the nodes decreases, 

and hence the congestion also decreases in the network. 

The end-to-end delay also decreases as the pause time is 

increased. This can be explained as follows – as the 

pause time increases, the network topology is relatively 

stable and hence the number of stale routes in the 

routing tables decreases. Thus route discovery and 

maintenance take less time. This also reduces the 

number of routing packets in the network, thereby 

decreasing the NRL.   

 
             Table 4: Effect of varying the pause time 

 

Figure 4: Effect of varying the pause time on PDF 

 
  Figure 5: Effect of varying the pause time on average   

                  end to end delay 

 

Figure 6: Effect of varying the pause time on NRL 

From figures 4, 5 and 6 it can be inferred that for a 

pause time of 20 sec (represented by a blue circle), we 

obtain optimal values for the three metrics.  

 

iii. Effect of varying the average number of 

nodes 

The effect of varying the average number of nodes on 

the three metrics is shown in table 5.The graphs for the 

three metrics are shown in figures 7,8 and 9.  
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      Table 5: Effect of varying the average number of 

nodes 

 

 

Figure 7: Effect of varying the average number of nodes 

on the PDF 

From figure 4.9 it can be inferred that the PDF decreases 

as the average number of nodes in a group is decreased. 

This is due to the face that as the average number of 

nodes increases, the density increases, thereby causing 

more congestion in the network. Since PDSR uses 

HELLO messages for neighbor detection, as the node 

density increases, the number of such packets also 

increases, thereby decreasing the PDF. 

 The effect of increasing the average number of 

nodes on the average end-to-end delay is shown in 

figure 8. It is found that the delay decreases the density 

increases, thereby indicating that PDSR scales well to 

the network density. Further by not using source 

routing, it achieves lower latency due to a lesser packet 

overhead.  

 

 Figure 8: Effect of varying the average number of 

nodes on the AED 

 
Figure 9: Effect of varying the average number of nodes 

on the NRL 

 

Figure 8 shows the effect of varying the average number 

of nodes in a group on the routing load. In general, 

PDSR has less routing overhead achieving a peak load 

of about 0.32 . 
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when the average number of nodes in a group is 9 

(represented by blue circles in the graphs). From the 

graphs, it can be inferred that the optimal point 

corresponds to 8 nodes per group. 

 

VIII. CONCLUSION  
For the battlefield scenario, PDSR has found to perform 

well for lower pause times (20 sec), higher density of 

nodes (9 per group) and smaller networks. As the 

network size increases, the performance drops due to a 

table-driven approach.  

However, since it does not use source routing, it has a 

much lower end to end delay for In order to analyze the 

performance of routing protocols in practice, such a 

scenario-based approach is vital. It also helps identify 

the suitable routing protocol for an optimal network 

size, the mobility of the nodes, the network density and 

a given traffic pattern. 

 

A more comprehensive study of other routing protocols 

such as DSR, TORA, DSDV, etc. is needed to choose 

the right protocol for a given scenario. 
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