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Abstract: - The paper presents a greedy search method based on binary successive approximation-evolutionary 
search (BSA-ES) strategy to design stable infinite impulse response (IIR) digital filter using L1 optimality 
criterion. The stability constraints are well taken care of during the design procedure. The filter designed based 
on L1-approximation error possesses flat pass-bands and stop-bands to that of the least square design. A 
comparison has been made with other design techniques, demonstrating that BSA-ES obtains better results for 
designing digital IIR filters than the existing genetic algorithm (GA) based methods. 
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1 Introduction 

The optimal design problem of digital infinite 
impulse response (IIR) filters has attracted much 
attention during past decades. The IIR filter design 
problem has been tackled using various optimization 
techniques such as p-error, weighted least square 
and ripple magnitudes (tolerances) of both pass-
band and stop-band [1]-[3]. Due to the success of 
Lp-norm minimization, the designs based on Lp-
normed minimization has been successfully applied 
in various applications such as: finite impulse 
response (FIR) filter design [5]-[6] and IIR filter 
design [3]-[4]. For p=1, this generalized Lp criterion 
reduces to the conventional L1 approximation. 

The design of IIR filters is problematic as: i) the 
error surface of IIR filters is usually nonlinear and 
multimodal, conventional gradient-based design 
methods may easily get stuck in the local minima of 
error surface; ii) IIR filters can be unstable and that 
is why the stability constraints must be included into 
IIR filter design problems. Hence, it is necessary to 
use an efficient optimization algorithm, robust to the 
local minima problem and possibly globally 
convergent. 

Recently several optimization algorithms based 
on modern heuristics optimization algorithms [7]-
[20] have been proposed for the design of digital IIR 
filters such as particle swarm optimization [13], 
simulated annealing [14], tabu search [15], ant 
colony optimization [16], artificial immune 
algorithm [17], hybrid taguchi genetic algorithm 
(HTGA) [18], immune algorithm (TIA) [19], 

hierarchical genetic algorithm (HGA) [20] and 
many more. 

The intent of this paper is to apply a greedy 
search method based on binary successive 
approximation evolutionary search (BSA-ES) to 
design stable IIR digital filter. The values of the 
filter coefficients are optimized with BSA-ES 
approach to achieve L1-norm approximation error 
criterion in terms of magnitude response. The 
credibility of.the proposed method has been 
demonstrated in [21] to solve the economic-
emission load dispatch problem by searching 
the generation pattern of committed units. The 
problem formulation and design methodology is 
detailed below. 
 
 
2 Problem Formulation 
The transfer function of IIR filter can be represented 
by cascading first and second order sections to avoid 
the coefficient quantization problem which causes 
instability. In cascade realization coefficient range is 
limited. The structure of cascading type digital IIR 
filter is [8]: 
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NN Add ],, 21 .The Vector x denotes the filter 
coefficients of dimension V×1 with V = 2M + 4N + 
1 and A is the gain of the filter. Digital filter design 
problem involves the determination of a set of filter 
coefficients which meet performance specifications 
such as pass-band width and corresponding gain, 
width of the stop-band and attenuation, band edge 
frequencies, and tolerable peak ripple in the pass 
band and stop-band. The magnitude response is 
specified at K equally spaced discrete frequency 
points in pass-band and stop-band. The Lp-norm 
approximation error for the magnitude response is 
defined as [4]. 
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In IIR filter design problem fixed grid approach 
is used [4]. For p=1, the magnitude response error 
denotes the L1-norm error and is defined as given 
below: 
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Desired magnitude response )( idH ω  of IIR filter is 
given as: 
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The design of causal recursive filters requires the 
inclusion of stability constraints. Therefore, the 
stability constraints given by (5a) to (5e) which are 
obtained by using the Jury method [22] on the 
coefficients of the digital IIR filter in (1) are 
included in the optimization process. 

Mathematically, IIR filter problem is formulated 
as below: 

)(Minimize xeF =            (5) 
Subject to: the stability constraints: 

)....,,2,1(01 1 Mib i =≥+          (5a) 
)....,,2,1(01 1 Mib i =≥−          (5b) 
)....,,2,1(01 2 Nkd k =≥−          (5c) 

)....,,2,1(01 21 Nkdd kk =≥++       (5d) 
)....,,2,1(01 21 Nkdd kk =≥+−        (5e) 

The stability constraints given by (5a) to (5e) have 
been forced to satisfy by updating the coefficients 
with random variation. 
 
 
3 Solution Methodology 
A direct search methodology is applied to examine 
trial solutions, sequentially. The process of 
departing from a given point to the next improved 

point is called a move. A move is termed a success if 
objective improves; otherwise, it is a failure. The 
direct search technique makes two types of move. 
First move is an exploratory move designed to 
acquire knowledge concerning the behavior of the 
function. This move is performed in the 
neighborhood of the current point systematically to 
find the best point around the current point. Second 
move is pattern move [23]. 
 
 
3.1 Exploratory Move 
In exploratory move, the current point is perturbed 
in positive and negative directions along each 
variable one at a time and the best point is recorded. 
The current point is changed to the best point at the 
end of each variable perturbation. If the point found 
at the end of all variable perturbations is different 
than the original point, the exploratory move is a 
success; otherwise the exploratory move is a failure. 
In any case, the best point is considered to be the 
outcome of the exploratory move. 
 
 
3.2 Evolutionary Search Method 
Evolutionary method is proposed to search the 
optimal value of filter coefficients. In this method, 

V2 feasible solutions are generated for V number of 
filter coefficients. A (V) dimensional hypercube of 
side Δ is formed around the point. C

ix represents 
filter coefficients from the current point in the 
hyperspace. The better feasible solution is obtained 
from objective function of the problem. Another 
hypercube is formed around the better point, to 
continue the iterative process. All the corners of the 
hypercube represented in binary (V) bits equivalent 
code, generated around the current set of filter 
coefficients, are explored for the desired solution 
simultaneously. Table I shows the pattern of filter 
coefficients for 3-filter coefficients where 3 bits 
code is considered to represent the corners of the 3-
dimensional hypercube (Fig. 1). 

Serial numbers of hypercube corners in decimal 
are converted into their binary equivalent code. The 
deviation from the current centre point is obtained 
by replacing 0’s with -Δ and 1’s with +Δ in code 
associated with hypercube corners. As the number 
of filter coefficients increases, the number of 
hypercube corners increases exponentially. The 
process of exploring the better solution from all 
corners of the hypercube becomes time consuming, 
which needs some efficient search technique that 
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should explore all the corners of the hypercube with 
minimum number of function evaluations and 

comparisons.  

 
Table 1 Filter Coefficient Vector at Hypercube Corners 

H
yp

er
 c

ub
e 

 C
or

ne
rs

 
Possible 

combinations of 
3-bits 

Distance of 
hypercube corners 
from centre point 

CCC xxx 321 ,,  

Pattern of filter coefficients at the hypercube 
corners 

C2 C1 C0 

0 0  0  0 321 ∆−∆−∆−  
11 ∆−cx  22 ∆−cx  33 ∆−cx  

1 0  0  1 321 ∆+∆−∆−  
11 ∆−cx  22 ∆−cx  33 ∆+cx  

2 0  1  0 321 ∆−∆+∆−  
11 ∆−cx  22 ∆+cx  33 ∆−cx  

3 0  1  1 321 ∆+∆+∆−  
11 ∆−cx  22 ∆+cx  33 ∆+cx  

4 1  0  0 321 ∆−∆−∆+  
11 ∆+cx  22 ∆−cx  33 ∆−cx  

5 1  0  1 321 ∆+∆−∆+  
11 ∆+cx  22 ∆−cx  33 ∆+cx  

6 1  1  0 321 ∆−∆+∆+  
11 ∆+cx  22 ∆+cx  33 ∆−cx  

7 1  1  1 221 ∆+∆+∆+  
11 ∆+cx  22 ∆+cx  33 ∆+cx  

 
 
Fig.1. Three dimensional hypercube representing 

corners in decimal 
 
 
3.3 Binary Successive Approximation 

(BSA) Strategy 
To reduce the computational burden, search is 
performed on filter coefficients pattern exploiting 
evolutionary optimization and BSA strategy to 
search the optimal solution. BSA strategy to search 
the filter coefficients is elaborated in Fig. 2, where 
the solution procedure moves towards the optimal 
solution by comparing two solutions at a time 
represented by two corners of hypercube. 

 

 
Fig. 2. Binary successive approximation for 3-bits 

code. 
The search process is started by initializing 

vector decision variable ck
ix , giving objective cF . 

To perform the BSA strategy by the iterative 
process k

iC  is initially selected as follows: 


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Two corners, with reference to selected corner, 
are generated for the comparison as follows: 
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In reference to these two corners, vectors of filter 
coefficients are generated as depicted in Table I. 
Mathematically, it is represented in generalized 
form: 
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Initial value of increment to filter coefficients is 

decided by  
( ) δminmax

iii xx −=∆              (11) 

Compute k
mix  using (9) and then objective 

functions at k
ix1 and k

ix2 are evaluated as follows: 

( )   )2,1(    == mxfF k
mi

k
m            (12) 

Minimum of the two points is selected to be 
compared with the rest of the corners, generated 
subsequently by (7) and (8). 

{ }   ; ,min 21
kkk FFF =            (13) 

The selected corner for the generation of next two 
corners is 
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Table 2 Comparison of Number of Function 
Evaluations 

Number of 
filter 

coefficients 
(V) 

Number of 
corners of 

hypercube (2V) 

Number of 
comparisons 

by BSA 
method  
(2 × V)) 

3 8 6 
6 64 12 
8 256 16 

10 1,024 20 
13 8,192 26 
17 1,31,072 34 
42 4,398,046,511,104 84 

The process is repeated till all the corners of 
hypercube are explored by BSA method and overall 
minimum is selected to find the new center point for 
the next iteration. So, this procedure ends when last 

element of k
iC  vector contains 1 or the last branch 

of the binary successive approximation tree is 
reached which ensures that all the corners are 
explored. In this method the number of comparisons 
is reduced by a large amount. This is elaborated in 
Table 2 for different number of filter coefficients. 
 
 
3.4 Pattern Move 

The pattern move is designed to utilize the 
information acquired in the exploratory move, and 
accomplish the minimization of the function by 
moving in the direction of the established "pattern". 
A new point is found by jumping from the current 
best point k

ix  along a direction connecting the 

previous best point 1−k
ix  and is executed as given 

below. 
( ) V),,,( ixxxx k

i
k
i

k
i

k
i 2111 =−+= −+ η .    (15) 

 
 
4 Design Examples and Comparisons 
For designing digital IIR filter 200 equally spaced 
points are set within the frequency domain [0,π] and 
for the purpose of comparison, the lowest order of 
the digital IIR filter is set exactly the same as that 
given in [20] for the LP, HP, BP, and BS filters. 
Therefore, in this paper, the order of the digital IIR 
filter is a fixed number not a variable in the 
optimization process. The objective of designing the 
digital IIR filters is to minimize the objective 
function given by (5) with the stability constraints 
stated by (5a) to (5e) under the prescribed design 
conditions given in Table 3. 

The examples of [19] and [20] are considered to 
test and compare the performance of the proposed 
BSA-ES approach. From the evaluated results with 
the proposed method presented in Table 4 and 
depicted in Fig. 3, it can be observed that, for the 
LP, HP, BP, and BS filters, the proposed BSA-ES 
approach gives the smaller L1-norm approximation 
errors and the better magnitude performances in 
both pass-band and stop-band than the genetic 
algorithm based method given in [19] and [20]. 

The pole zero diagrams for LP, HP, BP and BS 
filters are presented in Fig. 4. It can be observed that 
the designed filters follow the stability constraints 
imposed in the design procedure as all the poles lie 
inside the unit circle. The poles magnitude and 
angles in radian are given by (0.8590, ± 0.6275), 
(0.6710, 0) for LP, (0.8597, ±2.4981), (0.6529, 
3.1416) for HP, (0.8719, ± 1.1890), (0.8716, 
±1.9470), (0.7212, ±1.5683) for BP and (0.7186, 
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±0.9509), (0.7103, ±2.1762) for BS filters. The first 
number in the parentheses is the magnitude of pole 
and the second number is the angle in radians. The 
stability of filter is not influenced by the zeros lying 

outside the unit circle. The designed IIR filter 
models obtained by the proposed BSA-ES approach 
are given below.  

 
Table 3 Prescribed Design Conditions on LP, HP, BP and BS Filters. 

Filter type Pass-band Stop-band Maximum Value of ),( xH ω  

Low-Pass πω 2.00 ≤≤  πωπ ≤≤3.0  1 

High-Pass πωπ ≤≤8.0  πω 7.00 ≤≤  1 

Band-Pass πωπ 6.04.0 ≤≤  
πω 25.00 ≤≤  
πω ≤≤75.0  1 

Band-Stop 
πω 25.00 ≤≤  
πω ≤≤75.0  πωπ 6.04.0 ≤≤  1 
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Table 4 Design Results for LP, HP, BP and BS Digital IIR Filter 

 L1-norm 
error 

Pass-band performance (Ripple 
magnitude) 

Stop-band performance (Ripple 
magnitude) 

LP Filter 
BSA-ES 
Approach 3.6690 017192050 .)jωH(e. ≤≤      (0.0973) .15770)( ≤ωjeH      (0.1577) 

TIA 
Approach[19] 3.8157 000189140 .)jωH(e. ≤≤      (0.1086) 1638.0)( ≤ωjeH      (0.1638) 

HGA 
Approach[20] 4.3395 009.1)(8870.0 ≤≤ ωjeH     (0.1139) 1802.0)( ≤ωjeH      (0.1802) 

HP Filter 
BSA-ES 

Approach 4.0657 1.013)(0.9448 ≤≤ ωjeH     (0.0682) .15010)( ≤ωjeH      (0.1501) 

TIA 
Approach[19] 4.1819 000.1)(9229.0 ≤≤ ωjeH     (0.0771) 1424.0)( ≤ωjeH      (0.1424) 

HGA 
Approach[20] 14.5078 003.1)(9224.0 ≤≤ ωjeH     (0.0779) 1819.0)( ≤ωjeH      (0.1819) 
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BP Filter 
BSA-ES 

Approach 1.3910 1.005)(0.9909 ≤≤ ωjeH     (0.0149) .06160)( ≤ωjeH      (0.0616) 

TIA 
Approach[19] 1.5204 000.1)(9681.0 ≤≤ ωjeH     (0.0319) 0679.0)( ≤ωjeH      (0.0679) 

HGA 
Approach[20] 5.2165 000.1)(8956.0 ≤≤ ωjeH     (0.1044) 1772.0)( ≤ωjeH      (0.1772) 

BS Filter 
BSA-ES 

Approach 3.1233 1.007)(0.9348 ≤≤ ωjeH     (0.0726) 0.1326)( ≤ωjeH      (0.1326) 

TIA 
Approach[19] 3.4750 000.1)(9259.0 ≤≤ ωjeH     (0.0741) 1178.0)( ≤ωjeH      (0.1278) 

HGA 
Approach[20] 6.6072 000.1)(8920.0 ≤≤ ωjeH      0.1080) 1726.0)( ≤ωjeH      (0.1726) 

 

 
Fig. 3. Magnitude response of LP, HP, BP and BS 

filter respectively 

 

Fig. 4. Pole-zero plots for LP, HP, BP and BS filter 
respectively 

 
5 Conclusion 
In this paper, a novel BSA-ES search methodology 
has been applied for the design of stable digital IIR 

filters based on L1-norm approximation error. On 
the basis of results obtained for the design of digital 
IIR filter, it is concluded that the proposed BSA-ES 
method is better method as compared to the existing 
GA based methods and it satisfies prescribed 
amplitude specifications consistently. The main 
advantage of the method is that there is no need to 
compute the derivative of the functions and solution 
is obtained with relative small known number of 
comparison and function evaluations. In order to 
overcome the limitation of the interactive method, it 
is proposed to search the optimal pattern with the 
help of BSA. The method is equally applicable to 
solve multi-objective optimization problems and 
falls in the category of interactive solution 
procedure. 
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