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Abstract: - There are many problems exist in the Evolutionary Algorithm (EA) using Genetic Algorithm (GA), 
such as slow convergence speed, being easy to fall into the partial optimum ,etc. Particle Swarm Optimization 
(PSO) can accelerate the space searching and reduce the number of convergences and iterations. The proposed 
characteristics of Genetic Algorithm Particle Swarm Optimization (GAPSO) are proved by many examples, 
when the GA, PSO and GAPSO are adopted under the same conditions, GAPSO can get the least iteration 
numbers and the highest evolvable success rate. It also can reduce the number of convergence iteration and 
raise the accuracy of searching. And the performance of PSO is inferior to the performance of GAPSO, while 
the GA has the worst searching performance. It also can be found that the number of initializing particles will 
affect the number of convergences and iterations. The larger the number of the initializing particles is, the less 
the number of iterations will be. 
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1 Introduction 

The traditional electronic circuit structures are 
hard to change after designed. With the high speed 
development of information technology, electronic 
systems are widely used in the electronic 
equipments [1]. The electronic system is mainly 
constituted by the large-scale and ultra large scale 
digital integrated circuits, while the Field 
Programmable Gate Array (FPGA) is the core of 
integrated circuit. When the integrated circuits work 
under the complex and changeable environments 
(such as dust, high and low temperature, strong 
electromagnetic scenes and so on), the performance 
of digital integrated circuits will be changed. The 
efficacy of electronic systems be reduced by faults 
of these equipments, and even lead to the  
significant casualties and property losses. If the 
viability of electronic systems want to be improved, 
and the capability of the electronic system want to 
be ensured in harsh environments, a series of 
problems need to be solved [2-5].   

If we want to ensure the normal operation of the 
equipment, implementing the digital system faults 
diagnosis and fault repaired timely are 
necessary.The emergence of Hardware Evolution 

(EHW) makes the faults self-repair technology 
highly improved [5-9].  

Evolutionary Algorithm (EA) can be treated as 
a combinatorial optimization search problem, it is 
also known as an evolution problem [9-13]. It aims 
at searching for the circuit hardware codes which 
satisfied with the objective function and using less 
time as possible. The EA searches in a large solution 
space. The EA, such as Genetic Algorithm (GA) 
algorithm and Particle Swarm Optimization (PSO) 
Algorithm are typical search algorithms; they are 
the most suitable as evolvable algorithms [14-17]. 
However, they do not have same performances. 

In the paper, the current mainstream EAs, such 
as GA [18], Genetic Programming (EP), and 
Evolutionary Strategy (ES) are analyzed. There are 
some problems in EA, for example, slow 
convergence speed, being easy to fall into the partial 
optimum and so on. Since PSO can accelerate the 
space searching and reduce the number of 
convergences and iterations. The Genetic Algorithm 
Particle Swarm Optimization (GAPSO) is the most 
proposed here. The searching accuracy  can be 
improved by the new algorithm, and the evolution 
iteration times can be reduced by the new algorithm. 
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The PSO was researched in reference paper [6], 
but it was only the software design of the on 
existing PSO. The comparison of PSO and GPASO 
were not presented. These capabilities will be 
analyzed in the paper. 

The structure of this paper is as follows: in 
Section 1, the importance of EHW is discribed 
which is used to self-repair, and the problems of 
mainly EAS are also analyzed. In Section 2, the 
theory of EHW is introduced. In Section 3, the 
GAPSO strategy theory is analyzed in detail. 
Section 4 shows the example of GAPSO strategy. 
The conclusions are obtained in Section 5. 
 
2 Basic Theory of EHW 

EHW is the new and developing technique. It 
has been the great concern content of related 
researchers.  The process of hardware evolution is 
without any other intervention. It is self-generated 
controlled by the computer or hardware systems. 

During the evolvable period, when the 
environment conditions are changed, the system 
structure and its function can bechanged through 
EHW. EHW is based on a programmable device. 
There are some advantages exiting in EHW, e.g., 
self-organizing, self-adaptive and so on. It has 
played an important role in the area of self-repair in 
digital circuits.  

EHW is a kind of special hardware. Its 
characteristics are self-adapting, self-organization 
and self-repairing, which can change its own 
structures according to the environmental changes.  

The formula of EHW is expressed as 

EAs PLDs EHW+ = , EAs is Evolutionary 
Algorithm, PLD is Programmable Logic Device 
[2,3][6][12]. 

PLD is the hardware foundation of EHW, 
while EAs is the core part of EHW, which decides 
whether we can quickly find the effective circuit 
structure codes or not. The implementation of EHW 
strategy consists of the following steps. 

(1) Get the detailed analysis of the PLD hardware 
structure. 

(2) Encode the hardware structure.  

(3) Use EA, finding the hardware structure code 
which conforms to the target circuit. 

(4) Configure FPGA with optimized code, thus 
EHW completed. 

The fixed-length chromosome codes is widely 
used in EHW.  

All the switches of PLD fuse array are coded. it 
means that when the digital circuits have n  inputs, 
2 1n + bits codes will be needed in every AND line, 
and then the AND lines will be selected by the 
product item choice matrix. 

For example, when the circuit function 
expression is Y=AB+CE+BD+ACE . Fig.1 shows the 
hardware schematic diagram of function Y.  

Then we can get 40-bit fixed-length 
chromosome codes, as 1010000000000001001 
000010010001000100010．Here the codes do not 
include the product item choice matrix, so it is 4-bit 
less. 

EA can automatically delete duplicate items. 

 The 
Product

Item 
Choice 
Matrix

A

Y

EDCB

 

Fig.1 Hardware schematic diagram of  

function Y 
3. GAPSO Hardware Evolution 
Strategy 
3.1. GA and PSO Theory 
3.1.1 GA Theory 

In the field of EHW, GA algorithm is the most 
basic EA [5, 18-20]. GA algorithm was first 
proposed by Professor J. Holland, it drew on the 
experience of the natural selection and the genetic 
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mechanism of nature. It is a random search 
algorithm. The characteristics of GA are not relied 
on gradient information. It reflects its superiority in 
dealing with complex nonlinear problems. GA can 
be widely used in artificial intelligence, pattern 
recognition, function optimization and self-adaptive 
[6]. 

Nowadays GA is the most basic EA. Most 
researchers concern the improvement of GA [7]. GA 
is a random search method, which uses the natural 
evolution thoughts. It can solve the complex 
problems which cannot be solved by the traditional 
search method. Its advantages are shown on 
combinatorial optimization and adaptive control 
[10].  

The flow diagram containing the 
implementation of GA is shown in Fig.2. 

Start

Initializing population

Calculating sample 
fitness value

Congruous 
convergence criteria ?

Output optimal value

Select/Crossover/Mutation

Y

N

Stop  

Fig.2 The flow diagram containing the 
implementation of GA 

Its main implementation processes are given as 
follows: 

Step 1 Encode the problem by using the 
chromosome codes. 

Step 2 Initialize the population. 

Step 3 Calculate the fitness function of the 
populations of the various solutions. 

Step 4 Select two samples randomly from the 
population as a parental generation. 

Step 5 Deal with the parental generation by 
using the genetic operations (including crossover, 
mutation and so on), so as to produce an offspring 
sample. 

Step 6 According to certain rules, replace the 
original population with the descendants samples 
according to certain riles, so as to update the 
population.  

Step 7 Judge whether the current populations 
fits for the conditions of stopping the evolution. If it 
does, terminates the algorithm, otherwise then turns 
to Step 4. 

The selection operation, crossover operation 
and mutation operation are the core of GA. Two 
samples of the initial population are selected as 
parents randomly, and cross-points are randomly 
selected from parents. Sample variance can increase 
the diversity of the population. The paper is based 
on actual demand, and we select two samples in the 
initial population randomly, the algorithm adopts 
multi-point crossover and multi-point mutation, and 
the search speed can be improved and the search 
time can be reduced. 

Then the fitness value of the individual will be 
calculated after the crossover and mutation. If the 
fitness is better than former samples’ fitness, the 
former parent individuals can be replaced by the 
crossover and mutation individual. 

GA also has many deficiencies. Its search 
speed is slow, and it can easy cause the search to 
stop into a local optimum [21]. 
3.1.2 PSO Theory 

PSO was proposed by Dr. Eberhart and Dr. 
Kennedy firstly in 1995, and it derives from the 
research of flock foraging behavior. Compared with 
the GA, PSO algorithm not only has the global 
optimization ability of genetic algorithms, but also 
can adjust parameters easily, and it is suitable for 
processing of computer programming. By adjusting 
the parameters, PSO algorithm also has strong local 
searching capability. PSO algorithm can converge to 
the optimal solution more quickly than the GA 
under the same conditions, and the degenerate 
phenomenon of completely random optimization 
can be avoided [22,23]. 
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The core idea of the PSO algorithm is 
initialized a group of random particles firstly, also  it 
is known as random solutions. The location and 
speed of each particle are updated according to the 
current global optimal position ( pbest ) and current 
position ( gbest ). The process tends to the global 
optimal value of the gathered acceleration. Through 
continuous iteration, the optimal solution is found 
eventually [24-25]. 

The model can be constructed as follows. 
Suppose the i th−  particle's position in the 
N dimensional search space 
is ,1 ,2 ,( )i

i i i NX x x x=  , its speed 

is ,1 ,2 ,( )i
i i i NV v v v=  . In each iteration will 

produce, the pbest will be produced through 
continuous tracking of gbest . The speed and 
location of all particles can be updated by 
expression (1) and expression (2) [22-28]. 

1 1
, , , ,1 1

1
, ,2 2

( )

( )

t t t t
i j i j i j i j

t t
i j i j

v wv c r pbest x

c r gbest x

+ = + −

+ −
  （1）                                    

1 1
, , ,

t t t
i j i j i jx x v+ += +          （2）                                                     

Expression (1) is used to update particle’s 
speed, and expression (2) is used to update particle’s 
location. Where w is weight coefficient, 1c  and 

2c are positive learning factors, 1r and 2r are the 
symmetrical distribution random numbers between 
0 and 1.  

According to the situation that the chromosome 
codes in EA only can be 0 or 1, expression (3) is 
used as the commonly used fuzzy function for 
particle discretization.  

,,
1( )

1 i jxi jsig x
e−

=
+

    （3）                                             

While the updating expression of every particle 
is given as expression (4). 

,

0 ( ( ,:))
( 1)

1 ( ( ,:))i j

rand sig X i
X t

rand sig X i
>

+ =  ≤
 （4）                                  

When updating the particle’s location, illegal 
codes may appear. In other words, the ith ( i  is odd) 
code and the ( 1)i th+  ( 1i +  is even) code can not be 

“1” at the same time. Illegal codes must be deleted 
when it appear.  

Although the PSO algorithm has many 
advantages when compared with GA, it is not 
perfect. Its shortcoming is prone to premature 
phenomenon into a local optimum. 
 

3.2. GAPSO Evolvable Strategy 

3.2.1 GAPSO Theory 
Crossover and mutation are the core of GA, the 

limits of the GA are very small in optimization 
problems. It has less requirements for the objective 
function and constraints, and has better robustness 
and adaptability merits. It does not require neither 
that the problem is continuous, nor that it is 
differentiable. It only requires that the problem can 
be calculated. Thus GA is better at overcoming the 
problem, and it is easy to fall into the plight of local 
minima in the optimization process. However, the 
convergence rate is relatively slow, while the search 
speed of PSO is fast. So we can combine GA with 
PSO algorithm in order to overcome the above 
problems. When GAPSO is introduced into the 
circuit evolution, the required time of evolve the 
target circuit is greatly reduced. 

GAPSO is different from PSO. It has combined 
the crossover and mutation with the PSO algorithm, 
which can improve the diversity of the particle 
swarm significantly,  and it can prevent the PSO 
partial optimum. Fig.3 shows the process of GAPSO. 

Step1 Initialize populations of the number of 
particles (circuit codes initialization ). 

Step2 Initialize the position and speed of each 
particle randomly.  

Step3 Calculate the fitness of each particle. 
And the current position of particles and the fitness 
value are stored in each particle’s pbest . Then 
compare all pbest , and the position and fitness of 
best  individual are stored in gbest . 

Step4 Select the individual particle swarm 
randomly, and execute crossover and mutation 
operation. 

Step5 Update the position and speed of all the 
particles with expression (1) and expression (2). 

Step6 Judge whether achieving the 
convergence criteria. If the convergence criterion is 
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achieved, output the best individual, and stop the 
search algorithm, otherwise repeat Step3. 

Start

Initializing population

Calculating sample 
fitness value

Congruous 
convergence criteria ?

Output optimal value

Select/Crossover/Mutation

Updating location and 
speed

Y

N

Stop  

Fig.3  The process of GAPSO 

When compared with the GA and PSO, 
GAPSO mainly has the following advantages. 

(1) The search capabilities on the evolution 
strategy should be enhanced. 

(2) It can improve the convergence rate of the 
partial area. 

(3) It can avoid the partial area convergence 
stagnation phenomenon which exists in the search 
process of GA. 

(4) The number of successful evolution iterations 
can be reduced, and the searching accuracy can be 
improved. 

3.2.2 Objective Function Design of GAPSO 
In the optimization problem, the fitness 

functions are mostly transformed from objective 
function. The output of the fitness function is also 
called fitness value, which can reflect the ability of 
individuals and adapt to the evolution. The value is 
greater, the adaptability is stronger, and the 
possibility of being preserved in evolution is greater. 
In order to prevent fall into local optimum and avoid 

the slow convergence, the difference among the 
individual fitness value can not be neither too big 
nor too small. So the reasonable fitness function 
needs to be designed necessary. 

It is directly related to the algorithm 
convergence speed and accuracy whether we can get 
the right target function. The target of evolution 
circuit is to find the circuit topological structure 
which is according to the truth table. 

We can get the target function y  based on the 
truth table. ifitnumber can be defined which respects 
the ith input combination of truth table suffice for 
the evolution circuit, where [1, 2 ]ni ∈ ,and n  is the 
number of the inputs. 

Then we need to find out the maximum of 
optimal value ( fitvalue ), and fitvalue can be 
considered the target function. 

2

1

n

ifitvalue fitnumber=∑      （5）     

 
4. Analysis Example 
4.1 Example 1 

In this section, the GAPSO is used in EHW, 
and the GAPSO programs are run in MATLAB. The 
fixed-length chromosome codes is also used in EA. 

Table.1 is the truth table of required evolvable 
circuit [29]. We can find that the circuit has four 
inputs and one output. Four root AND lines are used 
at the initialization of evolution. Here we adopt the 
ellipsis product options way, and the code length is 
32 bits. 

Here we apply the GA, PSO, and GAPSO in 
simulation experiments. The number of initialization 
population is 60N = , the crossover rate is 0.95 and 
the mutation rate is 0.05. Four-point crossover is 
used in crossover operator, and the mutation 
operator adopts two-point mutation. 

The number of Initialize particles is 32 in the 
PSO and GAPSO algorithm (it equals circuit 
chromosome codes), the learning factor 1 1 2c c= = , 
w  is inertia weight, max 0.9w = , min 0.4w = ,  the 
inertia weight can be expressed as (6). 
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Table.1 The truth table of required evolvable 
circuit 

Input Port Output 
Port 

A B C D F 

0 0 0 0 0 

0 0 0 1 0 

0 0 1 0 0 

0 0 1 1 1 

0 1 0 0 0 

0 1 0 1 0 

0 1 1 0 0 

0 1 1 1 1 

1 0 0 0 1 

1 0 0 1 1 

1 0 1 0 1 

1 0 1 1 1 

1 1 0 0 1 

1 1 0 1 1 

1 1 1 0 1 

1 1 1 1 1 

max

0.4
0.9

t
w

t
×

= −      （6）                                     

Where the number of current iteration is t , 

maxt is the max number of iterations. 

The performance of three algorithms are 
compared by under the same conditions. The data of 
evolution iterations are shown in Table 2. 

600 times are chosen as the number of iterations 
to terminate, then conclusions can be summaried as 
follows: 

(1) When GA is used, the success rate is 0. It 
requires more iterations, and the magnitude changes 
are very large. 

(2) When PSO is used, the success rate is 100%. 
It only needs 326 times iterations. 

(3) When GAPSO is used, the success rate also is 
100%. It only needs 172 times iterations. 

Table.2 Convergence data of three algorithms 

The number  

of trials 

Algorithm 

GA PSO GAPSO 

1 6965 236 109 

2 ------ 297 168 

3 4493 302 125 

4 ------ 454 137 

5 4203 301 231 

6 5387 257 190 

7 ------ 324 172 

8 6301 432 169 

9 4564 388 203 

10 ------ 269 211 
The number of 

the average 
iterations ------ 326 172 

However, for a fixed circuit functions truth 
table, the successful evolved circuit code is not 
unique, the successful code for the evolution of the 
three algorithms are also not unique. 

 The 
Product

Item 
Choice 
Matrix

A

F

DCB

10100000
10010100
10011000
00001010

  
Fig.4 Circuit structure of chromosome encodes 
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Taking the GAPSO as an example, after the 
success of the evolution, we get the 32 bits 
chromosome code,and it is 1010000010100100101 
0100000001010. For the above evolved 
chromosome code, the circuit structure is shown in 
Fig 4. 

Corresponding circuit function expression 
is F AB ABC CD ABC= + + + . However, it is not 
an optimal structure expression.  

0 100 200 300 400 500 600

10

12

14

16

18

The number of iterations

F
i
t
v
a
l
u
e

 

20 particles

40 particles

80 particles

 

Fig.5 The diagram of the initialize the number of 
particles and the number of iterations 

The number of initialization particle swarm 
(IPS) has also been  researched in this paper. When 
GAPSO is used as the EA，the number of IPS is a 
variable, it is equal to 20，  40 and 80, and the 
results are shown as Fig.5. Through related 
examples, we can find that when the number of IPS 
is 80, evolution iteration requires the least numbers, 
and it only needs 83 times. When the number of IPS 
is 40, the number of evolution iteration is 309. 
When the number of IPS is 20, the number of 
evolution iteration is 968，and it exceeds 600 times. 
So the larger number of the initializing particles will 
lead to the less number of iterations. 

4.2 Example 2 

In the first example, the target evolution circuit 
is a multiple-input and one-output circuit. Here 
multiple-inputs and multiple-outputs circuit will be 
simulated. Here 2-4 binary decoder circuit is the 
target evolution circuit, and its truth table is shown 
in Table 3. 

 

Table.3 The truth table of 2-4 binary decoder 

Input Port Output Port 

EN X1 X0 Y3 Y2 Y1 Y0 

0 x x 0 0 0 0 

1 0 0 0 0 0 1 

1 0 1 0 0 1 0 

1 1 0 0 1 0 0 

1 1 1 1 0 0 0 

Because the evolved circuit has multiple inputs 
and outputs, 5 AND lines in evolution are used, the 
length of chromosome codes are 30 bits. Here we 
take the GA, PSO, and GAPSO as the example. The 
number of initialization population is 60N = , the 
crossover rate is 0.95 and the mutation rate is 0.05. 
Four-point crossover is used in crossover operator, 
and the mutation operator adopts two-point 
mutation. In the PSO and GAPSO algorithm, the 
learning factor 1 1 2c c= = , Equation (6) is still used 
as inertia weight ( w ). 

Three algorithms are compared through 6 
experiments under the same conditions. The 
maximum number of iterations is 400 times. The 
data of evolution iterations are shown in Table 4. 

600 times is also chosen as the number of 
iterations to terminate the process of EA, then we 
can obtain these conclusions. When we apply the 
GA, the success rate is 0%, and it requires more 
iteration. When the PSO is adopted, the success rate 
is 100%, and it only needs 242.5 times iterations. 
When GAPSO is used in experiment, the success 
rate also is 100%,and it only needs 168.2 times 
iterations. 

Above results are decided by the nature of GA, 
GA is actually a random search algorithm, and the 
purpose of the search process is not strong. While 
PSO and GAPSO algorithms have their certain 
search goals, their performance can be balanced by 
learning factor and inertia weight, and the effects 
are certainly better than GA. These conclusions are 
proved by above experiments. However, the PSO 
algorithm may fall into local optimum. Combined 
GA’s core idea with the PSO algorithm, GAPSO 
algorithm can achieve preferable results. It can 
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search faster, and prevent the algorithm from fall 
into local optimum at the same time. 

Table.4 Convergence data of three 
algorithms 

The number  

of trials 

Algorithm 

GA PSO GAPSO 

1 ------ 243 194 

2 ------ 221 158 

3 ------ 216 157 

4 ------ 306 161 

5 ------ 264 173 

6 ------ 205 166 

The number 
of the 

average 
iterations 

------ 242.5 168.2 

    Although here the 2-4 binary decoder is a 
multiple-inputs multiple-outputs circuit, a multi-
objective evolutionary problems can also be 
converted to a simple-objective evolutionary 
problems. Fig.6 is the sketch map of converting 
truth table. In fact, the second example can be 
treated as a circuit which has 15 input combinations, 
and one input combination is reduced than the first 
example. 

Input

Ouput/OInput

O
Originality truth table Converted truth table 

1 2 3 4 5

1

1

1

1

2

3

4

5
 

Fig6. Sketch map of converted truth table 
multiple-target to simple target 

5. Conclusion 

When the GA, PSO and GAPSO are used under 
the same conditions, GAPSO has gotten the least 
iteration numbers and the highest evolvable success 
rate. And the performance of GAPSO is followed by 
the PSO, while the GA has the worst search 
performance. The number of initializing particles 
can affect the number of convergences and 
iterations. The larger number of the initializing 
particles is, the less number of iteration will be. The 
GAPSO can reduce the number of convergence 
iterations and raise the search accuracy. It can 
overcome the defects of GA and PSO. 

EA is an important part of the EHW, and the 
existing hardware evolutions mostly adopt GA. It is 
meaningful to improve the algorithm and make 
some innovations, and the GAPSO has important 
engineering application value. 
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