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Abstract: - Immunohistochemistry (IHC) is a well established imaging technique that can be exploited to detect 
whether the target antigen exists in tissue sections or not in order to discriminate between the cancerous and 
normal regions in a cancer tissue specimen. The intensity of immuno-stained protein in normal and cancerous 
regions can be compared to detect  the gene status in  sample tissues.  In this  paper,  we address  the problem of  
identifying the differential expression of marker protein on cancerous and normal regions in an IHC liver 
cancer tissue image. We present an improved IHC image processing procedure based on nucleus density, 
intensity of stained protein, and k-means clustering algorithm to develop an automated system for analyzing an 
IHC image. The proposed system can discriminate between normal and cancerous regions in an IHC image 
more effectively and display them visually. Furthermore, this system can automatically evaluate the stained 
protein expressions in the two regions which can help the pathologist to analyze the differential expressions of 
a  marker  protein  from IHC images.  Finally,  we  evaluated  the  proposed  system on  150  real  IHC liver  cancer  
tissue images and compared the results with those obtained using support vector machine (SVM) and a 
previous work where the average of density of nuclei is used as the threshold to discriminate cancerous from 
normal regions. 
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* An earlier version of this paper was presented at The Conference on Technologies and Applications of Artificial 
Intelligence (Domestic Track), National Chiao Tung University, Hsinchu, Taiwan, Nov. 19, 2010. 

1 Introduction 

It was generally believed that the formation of 
cancer is due to activation of oncogenes or in 
activation of tumor suppressor genes. Many studies 
of genes associated with cancer have been 
conducted over the years, expected to find genes 
that cause cancer and genes that can inhibit cancer 
[1]. Several approaches have been developed to help 

diagnose cancer in the past. These approaches may 
include the use of ultrasound, magnetic resonance, 
and computerized topography scan, etc. However, 
the diagnosis of cancer should eventually be 
confirmed subject to the biopsy.  

With the advances of microarray technology, 
microarray technology can be used to determine 
molecular  markers  and  the  type  of  cancer  [2].  
However, microarray gene expressions are usually 
only able to provide early stage information of gene 
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expressions. The differential gene expressions are 
still needed to be validated by quantified 
polymerase chain reaction (PCR). A complementary 
imaging technique to quantify protein activity is 
based on immunohistochemistry (IHC) images [3]-
[9].  While  a  number  of  automated  or  semi-
automated techniques are increasing in popularity, 
manual intervention is still necessary in order to 
resolve particularly challenging or ambiguous cases. 
This calls for new computer-aided tools to assist the 
pathologist in the examinations of their work. For 
this, an extensive review for automated analysis of 
IHC images has been made by Theodosiou et al. 
[10].  IHC  can  be  used  to  detect  whether  the  target  
antigen exists in tissue sections or not in order to 
discriminate between the cancerous and normal 
regions in a cancer tissue specimen. It can help us to 
recognize the location and distribution of marker 
proteins in different regions of the specimen. 
However, if the boundaries of normal and cancerous 
regions are not clear, the analysis results will be 
extremely affected by inter-observer variability [11]. 
Moreover, it is time-consuming to extract 
information from very large datasets by manual 
analysis.  

Fig. 1 shows an example of IHC image of liver 
cancer  tissue.  This  kind  of  images  will  be  taken  as  
the target image to be considered in this paper. The 
dark blue parts of the image are nuclei. The density 
of nuclei can be used to distinguish between normal 
and cancerous regions in the tissue. The region with 
a higher density of nuclei will be recognized as 
cancerous tissue and the region with a lower density 
of  nuclei  will  be  recognized  as  normal  tissue.  
However, because tissues may have some 
deformation when embedding and cells are not 
neatly arranged in the same plane, many nuclei may 
be seen to be connected visually from the biopsy. 
Besides, since the composition of human liver cell is 
a cell with multiple nuclei, it does not necessarily 
have a nuclear membrane between nuclei. Hence, 
counting the number of nuclei per unit region is not 
an effective way to find the density of nuclei. One 
way to deal with this problem is to discriminate 
nuclei region from non-nuclei region based on the 
color information of nucleus before calculating the 
density of nuclei [12]. Another factor that will affect 
the accuracy of discrimination is the threshold for 
the density of nuclei. In this paper, we will consider 
this issue based on the k-means clustering algorithm. 
The k-means clustering has been a well-known 
unsupervised learning algorithm [13]. Di Cataldo et 
al.  [14]  have  also  demonstrated  that  the  
unsupervised approach, namely k-means clustering, 
overcomes the accuracy of a theoretically superior 

supervised method such as Support Vector Machine 
(SVM)  [15]  based  on  the  experimental  results  on  a  
heterogeneous dataset of IHC lung cancer tissue 
images. We will propose an improved IHC image 
processing procedure based on nucleus density, 
stained protein expressions, and k-means clustering 
algorithm to develop an automated system for 
discriminating normal from cancerous regions in 
IHC liver cancer tissue images. Experimental results 
on 150 real IHC images demonstrate that the 
proposed system achieves better results as compared 
to those obtained using support vector machine and 
a previous work where the average of density of 
nuclei is used as the threshold to discriminate 
cancerous from normal regions [12].  

 

 
Fig.  1.  An  example  of  IHC  image  of  liver  cancer  
tissue. 
 
 
2 Method 
In this section, we introduce the methods and an 
improved  automated  system  for  IHC  liver  cancer  
image analysis. The work flow of the improved 
system is shown in Fig. 2. The work flow is mainly 
consisted of four steps as described below.  
 
 
2.1 Recognizing nucleus and stained protein 
regions 
The objective of the first step of IHC image analysis 
is to recognize nucleus and stained protein regions 
in the IHC liver cancer tissue image. The nuclei 
appear  as  dark  blue  color  in  the  IHC  image  as  
shown in Fig. 1. Instead of using color 
deconvolution to deal with the effect of stains 
colocalization [9], we transform the original color 
IHC  image  acquired  with  a  red-green-blue  (RGB)  
camera  to  YIQ color  space  [16].  The  reason  to  use  
YIQ color representation is that it takes advantage 
of human color-response characteristics. The Y 
component stands for the luma information (the 
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brightness in an image). The I and Q components 
stand for the chrominance information with color in 
the orange-blue range and purple-green range, 
respectively. We extract the I component of the 
image and enhance it with a threshold selection 
method [17]. Then, the B component of the original 
RGB  color  image  is  replaced  by  the  enhanced  I  
component of the converted YIQ color image. Since 
our goal here is to identify the regions of nucleus, 
we use the following formula to transform the image 
to gray-level image: 

 , N, , iBGRY iii 21 ,114.0587.0299.0i  (1) 

where Yi denotes the gray level of pixel i and N the 
number of pixels of the image. Ri, Gi, and Bi 
represent the R, G, and B components of pixel i, 
respectively. This gray-level image is then 
converted to binary image. The segmented black 
color regions of the resulting binary image denote 
the nuclei. After recognizing the nucleus, we 
identify the region of stained protein in the original 
IHC image, where the brown stained regions 
indicate that the marker protein is present. 
 

 
Fig.  2.  Work  flow of  the  proposed  system for  IHC 
liver cancer image analysis. 
 
 
2.2 Discriminating cancerous from normal 
regions using k-means clustering 
The  purpose  of  this  step  is  to  distinguish  between  
normal and cancerous tissue regions in the IHC 
image based on the information of nucleus density. 
The image is first segmented using a sliding window 

of size n x n, which can be defined by the user. The 
average nucleus density at segment i, DNi is 
calculated by the following formula [12]: 

 number, block, , i
A
CDN

i

i _21 ,i
 (2) 

where Ci is the number of pixels of nucleus regions 
at segment i of the image, Ai is the number of pixels 
of segment i, and block_number is  the  number  of  
segments of the image. The average nucleus density 
at each segment is selected as the discriminant 
feature. After evaluating the average nucleus density 
of  all  segments,  we apply the k-means clustering to 
separate the cancerous from normal image regions 
based on the discriminant feature. In statistics and 
machine learning, k-means clustering is an approach 
of cluster analysis which aims to separate 
observations into k clusters such that each 
observation is assigned to the cluster with the 
nearest  mean;  it  is  also  referred  to  as  Lloyd's  
algorithm [18]-[20]. 

Since the k-means clustering is a heuristic 
algorithm, there is no guarantee that it will converge 
to the global optimum, and the result may depend on 
the initial data. Usually, the initial data are specified 
at random or by some heuristic data. In the proposed 
system, we will sort the nucleus density of all 
segments at first, and then the maximum density and 
minimum density are assigned to the initial data. 
This setting makes the clustering result more 
accurate in our analysis. Another problem with 
using k-means clustering algorithm is to determine 
the number of clusters, an inappropriate choice of k 
may yield poor results. The number of k clusters is 
set  to  2  since  only  two  classes,  normal  and  
cancerous tissue regions,  are  to  be separated in this  
analysis. 
 
 
2.3 Computing the intensity of stained 
protein in cancerous and normal regions 
After discriminating cancerous from normal regions 
in an IHC tissue image, the third step is to compare 
the intensity of stained protein in both regions in 
order to detect the gene status in sample tissues. We 
first map the regions of stained protein obtained in 
Section 2.1 onto cancerous and normal regions of 
the  IHC  image.  The  average  intensity  of  stained  
protein in cancerous region, denoted by DP_CR, is 
then evaluated by the following formula: 

 
crnum

j
jj

crnum

j CAyx
CAyxfCRDP

j

_

1

_

1 ),(
),(_  (3) 
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where num_cr is  the  number  of  segments  in  
cancerous region, Aj is  the  number  of  pixels  of  jth 
segment in cancerous region, Cj is the number of 
pixels of nucleus region in jth segment of cancerous 
region, f(x, y) is the gray-level intensity at 
coordinate (x, y), and CAj is the set of coordinates in 
jth segment of cancerous region. Note that the 
average intensity of stained protein is calculated by 
excluding the region of nuclei in each segment. 
Similarly, the average intensity of stained protein in 
normal region, denoted by DP_NR, can be evaluated 
by the following formula: 

 
nrnum

j
jj

nrnum

j NAyx
NByxfNRDP

j

_

1

_

1 ),(
),(_  (4) 

where num_nr is the number of segments in 
cancerous region, Bj is  the  number  of  pixels  of  jth 
segment in normal region, Nj is the number of pixels 
of nucleus region in jth segment of normal region, f(x, 
y) is the gray-level intensity at coordinate (x, y), and 
NAj is the set of coordinates in jth segment of normal 
region. 
 
 
2.4 Detecting the gene status in sample 
tissues 
The final step of the proposed system is to detect the 
gene status in sample tissues based on the 
comparison of average intensity of stained protein in 
cancerous and normal regions obtained in Section 
2.3. There are three gene statuses for the detection. 
If the average intensity of stained protein in 
cancerous region is greater than the one in normal 
region, the gene status will be recognized as "Over 
Expression". If the average intensity of stained 
protein in cancerous region is less than the one in 
normal region, the gene status will be recognized as 
"Under Expression". Otherwise, the gene status will 
be recognized as "no significant difference" which 
may imply the target marker protein should have no 
relationship  with  the  target  disease.  In  the  case  of  
"no significant difference", the proposed system also 
provides a user-defined threshold for distinguishing 
the average intensity of stained protein between 
cancerous and normal regions. 
 
 
3 Performance measure 
In this section, we introduce the performance 
measure used to evaluate the success of the 
proposed method. 

The  success  of  a  test  lies  in  its  ability  to  
retrieving  correct  results  for  a  given  task.  In  
statistics, the F-score (also F-measure) is a measure 

for evaluating the performance of a test [21]. It 
considers both the precision p and recall r of the test 
to compute the score. The precision is defined as the 
fraction of  tested results  that  are  correct.  The recall  
is  defined  as  the  fraction  of  correct  results  that  are  
tested. In these terms, F-score  is  defined  as  the  
weighted harmonic mean of recall and precision. 
The formula used to compute the F-score here is as 
follows: 

 
pr

rpF 2  (5) 

In the following section, we will use the F-score 
to evaluate the detecting performance of the 
proposed method and the method of previous work 
in [12]. 
 
 
4 Experimental results and discussion 
The proposed system was implemented in Borland® 
C++ Builder, a well-known C++ development 
environment, and combined with the MATLAB®. 

In  this  paper  we  have  carried  out  an  extensive  
experimental evaluation on 150 real IHC images [22] 
for three methods. The first method is the proposed 
system with k-means clustering (designated Method 
1), the second one is SVM (designated Method 2) 
and the third one is a previous work [12] 
(designated Method 3) using the average of density 
of all nuclei as the threshold to discriminate 
cancerous from normal regions. 

In Method 2, we first cut each IHC image into 64 
blocks with each block size set to 32 x 32.Then we 
have a total of 9600 blocks of subimages. Among 
these subimages, we choose 1000 subimages with 
random for training, including 250 blocks of 
cancerous subimages and 750 blocks of normal 
subimages. The remaining 8600 subimages are used 
as the test dataset for classification. 

The comparison of performance measures, 
average F-score and accuracy, are shown in Table 1. 
The average F-score obtained using Method 1, 
Method 2, and Method 3 is 82.49%, 56.77%, and 
67.71%, respectively. It can be found that Method 1 
overcomes the average F-score of Method 2 and 
Method 3 by 25.72% and 14.78%, respectively. On 
the other hand, Method 1 achieves an average 
accuracy of 89.84%, Method 2 achieves an average 
accuracy of 77.99%, and Method 3 achieves an 
average accuracy of 77.95%. Method 1 also 
overcomes the average accuracy of Method 2and 
Method 3 by 11.85% and 11.89%, respectively. The 
overall performance of Method 1 is better than that 
of Method 2 and Method 3 based on their average 
F-score and accuracy. 
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Table 1.  Performance Comparisons of Method 1, 
Method 2, and Method 3.  

Method F-score (%)  Accuracy (%) 

Method 1 
(k-means) 82.49 89.84 

Method 2 
(SVM) 56.77 77.99 

Method 3 
(Average) 67.71 77.95 

 
A snapshot of graphical user interface (GUI) of 

the proposed system is shown in Fig. 3. The images 
shown from left to right are original image, nucleus 
image, image with user-defined cancerous segments, 
and image with detected cancerous segments, 
respectively. The assumed cancerous regions in the 
image with user-defined cancerous segments can be 
specified by the human expert via the button 
“Setting Cancerous Segments” in the GUI. The size 
of sliding window for image segmentation is set to 
32 x 32 in our experiments. The performance for the 
detection of cancerous segments can be evaluated 
by clicking the button “F-score” (see Section IV for 
details about the F-score). A snapshot of an 
illustrative example obtained with Method 1 on one 
of  the real  IHC image is  shown in Fig.  4.  It  can be 
seen from Fig. 4 that Method 1 achieved an F-score 
of 0.8 (or 80%) and obtained a result of “Over 
Expression” for the estimated gene status. 
 
 
5 Conclusion 
We presented an improved computer-aided analysis 
system  of  IHC  liver  cancer  tissue  images.  The  
procedure was mainly consisted of four steps, 
namely recognizing nucleus and stained protein 
regions, discriminating cancerous from normal 
regions using k-means clustering, computing the 
intensity of stained protein in cancerous and normal 
regions, and detecting the gene status in sample 
tissues. The proposed system was tested on 150 real 
IHC liver cancer tissue images. Experimental results 
demonstrated the high average F-score and accuracy 
achievable by the proposed system compared to the 
method of SVM and a previous work where the 
average of density of nuclei is used as the threshold 
to discriminate cancerous from normal regions. 
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Fig. 3. A snapshot of graphical user interface (GUI) 
of the proposed system. 
 

 
Fig. 4. A snapshot of experimental results obtained 
with Method 1 on one of the real IHC image. 
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